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Abstract

This paper presents a new view of plan generation, which
is based on and generalized from Allen's. It also
describes how a complete planning process should 1ook
under this view, Finally, it gives a brief description
of an implemented planner which is based on such ideas.

I Introduction

The main purpose of this paper is (1) to present a new view of
plan generation; and (2) to describe how a complete planning

process should look under this view. A planner based on such
ideas has been built. It will be described briefly in this
paper.

11 Limitations with traditional planners

In traditional planners like NOAH [SAC 751 or NONLIN (as
described in (TAT 76,77,84]1), a problem is described by a set of
propositions which hold true in the initial state and another
set of propositions which we want to be true in the goal state.
Planning is finding the means by which we can arrive at the goal
state. A goal can be already true in the initial state and
remain unchanged thereafter, or achieved by application of
operators.

These planners assume that all actions and propositions are

instantaneous. Hence the temporal relations (between two
actions) that these planners can represent are limited to
"before”, “after" and "in parallel”, (which in fact means no

restriction). This limits the planners' ability to talk about
goals like “finish cooking the meat and baking the potatoes at
the same time" or actions like "make the soup during the period
when the potatoes are being bake Nor can they talk about
durations of actions or propositions, like "put the pot on the
fire for 15 minutes'. Besides that, when it is found that
actions A and B cannot take place "in parallel”, these planners
must commit themselves to either "A before B' or "A after B'.
Taking a wrong choice could rule out all possible plans. In




[image: image2.jpg]644 EPK. Tsang

this case, planners like NONLIN have to backtrack in order to
find possible plans.

DEVISER [VER 82,83] tries to escape from the assumption that
actions and propositions are instantaneous by introducing
“packages". A "package" could be shared by one or more actions
or propositions. It consists of a window which restricts the
carliest and latest starting point of euch actions or
propositions, as well as their durations. A window has the form
TE, L) where E is the earliest starting time and L is the latest
starting time. Thus it can talk about something like "action A
takes 5 seconds" or "event X starts at time T".

However, DEVISER uses networks like NONLIN's. So basically it
can handle the same temporal relations as NONLIN. It can use
windows to help it to say something like "events A and B start
at the same time" only if:

(1> events A and B share the same "window", which means that
they must have the same duration; or

(2> both A and B's windows are committed to (X, X), which
forces both events to start at time X. But such a
commitment might rule out possible plans.

For example, assume that DEVISER needs to state the fact that A
and B must end at the same time in the following situation:

window duration
Event A £5,10) &)
Event B €0, 51 10

DEVISER can do so by narrowing the windows of A and B to, siy,
£5,5] and (0,0) Cor [6,6] and [1,1), [7,7) and (2,2], ..., etc.)
respectively.

Besides, DEVISER has limitations in duration handling.
Durations must have absolute values, For example it can say "to
Steam fish takes 15 minutes", but not “to steam fish takes 10 to
20 minutes".

111 Planning with a temporal world model

In (ALL 83a), Allen suggests a view of planning which uses a
temporal world model. In such a model, each proposition has
associated with it a time interval during which it holds. There
are 18 possible primitive relations between pairs of intervals
(note 11. These relations are listed in Table 1 below.
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Table 1. The set of all possible binary primitive relations

Temporal Graphical {illustration
Relation Symbol (with interval B fixed)
BBBBBBEB
A before B < ARAA
A meets B m AAARAAAAA
A overlaps B o AAAAAAAAAAAAA
A finished-by B £i ARAAAAAAAAAAAAAAA
A contains B di AAAAAAAAAAAAAAAAAAAAAAAAA
A starts B s AAAA
A equals B = AAAAAAAA
A started-by B si AAAAAAAAAAAAAAAA
A during B a AAAA
A finishes B £ AAAARA
A overlapped-by B ol AAAAAAAAAAAAAA
A met-by B mi AAAAAAAA
A after B > ARAA

Intervals and their relations can be represented by a relation
network, where the nodes are intervals and there exists an arc

R.y between any two nodes X and Y. Bach arc represents the
temporal relation between the two intervals which are joined by
this arc, If a network is totally unconstrained, each arc can

take any of the 13 primitive relations as its value. For every
arc in any network there should be a nonempty set of possible
values that it may take. For example the relation between X and
Y could be (< ml, which is a shorthand for "X is before Y or X
meets Y".

All relation networks obey the propositional constrainte. For a
partioular domain, a network obeys a set of domain constrainte.
They are both temporal constraints on the arce of the networks.
One propositional constraint is "if A holds at both T1 and T2,
then T1 before T2 or T1 equals T2 or Tl after T2". An example
of a domain constraint is "if on(a,b) holds at T1 and clear(b)
holds at T2 then T1 (< m mi >) Ta"

Vhen this formalism is used for planning, the initial and goal
states are represented by intervals I and G respectively. A
problem is expressed as a set of explained intervals (S.) eackh
element of which "contains" I and a set of unexplained intervale
(S,) each element of which "contains® G. X "contains" Y here
means Y (s = d £) X. Ve say that an interval is explained if it
is, or can be identified as, (i) an interval which exists in the
initial state; or (ii) an effect of an operator which is
applied. Intervals in the goal ctate are said to have causal
gaps from the initial state. This can be represented by
figure 1 below.
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Figure 1 Problem specification under Allen's approach

Planning is the process of filling the causal gaps (which means

explaining all the intervals) in this possible world. All
intervals in the initial state are themselves explained, An
interval ocan be explained by an interval which is already
explained. An operator can be used to explain some intervals,
but might themselves introduce unexplained intervals (i.e
preconditions) . In trying to fill the ocausal gaps, some
primitive relations between some paire of intervals, for example
"A equals B", could be found nonviable. This would be a
constraint on the arc Rae (the relation between A and B), If a

solution exists, the planner should be able to produce a
relation network in which there exists a nonempty set of
possible values for every arc.

One of the major advantages of using a temporal world model for
planning is that more complicated temporal relations (like the
ones mentioned in section II) can be represented. In addition,
it provides a general approach to reasoning with temporal
relations, In the following sections, we shall generalize
Allen's view to cover planning. W¥e shall also argue that his
approach to plan generation is incomplete.

IV Planning as a Partial Vorld Description (PVD)

Ve shall define a  Partial Vorld Description as a set of
intervals together with a set of temporal and duration
constraints on them. A temporal constraint is a constraint on
an arc of the relation network, and a duration constraint is the
constraint on the maximum and minimum duration of an interval.

Our view to planning is based on Allen's, except that there is
no initial or goal states. A problem specification is a partial
world description, in which some of the intervals are explained
and some are not. The unexplained intervals are the goals which

we want to bring into the world. In such a problem
specification, an unexplained interval need not be after an
explained one. Planning is seen as the process of explaining

all the intervals in this world description.

An operator itself is also a partial desoription of a possible
world.  Application of an operator means to superimpose the
world described by this operator onto the world description of
the problem. During the plan generation process, many such
partial world descriptions may be added.
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An example of a problem specification in the blocks world is

Ve know that clear(a), on(a,b), clear(c) and on(b,e) are
already true in the world, and clear(d) will become true
sometime in the future. The goal is to achieve on(a,c)
first, and then to achieve on(b,d) sometime later.

This specification can roughly be shown graphically below:

Propositions

clear (a)
onca, b)
clear ()
onca, o)
clear (d)
on(b,d)
on(b,e)

explain intervals
unexplain intervals

At thic stage, let us remind ourselves that this diagram cannot
fully represent the world description because it can only show
for each interval-pair one temporal relatoin that is allowed in
the problem specification. For example the problem
specification allows T4 (< m o ...] T5, but the diagram only
shows the relation T4 [o) T5.

Assume that we have defined (in terms of a partial world
description) an operator move(X,Y,2), meaning to move X from ¥
to Z, (where X, Y and Z are variables), as in figure 3.

Eropositions

move (X, Y, 2)
clear (X)
oncX, Y)
clear (2)
on¢X,2)
clear (Y)

In order to explain T4 (in which on(a,c) holds) in the world
shown in figure 2, we can apply the operator move(a,b,c). This
will introduce 6 new intervals (I1 to I6) into our initial
partial world description, augmenting our relations network and
possibly imposing additional constraints on existing arcs. Now
T4 can be explained by I5, which 1s defined to be explained in
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the world description of the operator move (refer to figure 3)

The

introduced unexplained intervals 12, I3 and I4 can be

explained by T1, T2 and T3 respectively. By merging the two
partial world descriptions, we obtain a partial world
description with more details.

In order to explain T6, we can apply the operator move(b,e,d),
introducing I1' to 16' similarly, The world description after
explanation of all the intervals can roughly be represented
graphically by figure 4 below.

Propositions ——Intervals and their relations

clear(a) T1,12 =

on(a, b T2, 13

clear (o) T3, 14

move (a, b, o) I1

on(a,e) T4, 15

clear (b) 16, 12"

clear (d) 15, 14!

move (b, e,d) Il

on(b,d) T6 R T5)

on(b,e) 7 ST

clear (@) 16"

Figure 4 A world description with all its
Antervals explained

V Problem of Allen's approach to planning

&5}

Possible inconsistency of relation networks

In (ALL 83al, a plan is a set of intervals S. such that
between any two intervals in S, there exists a nonempty
set of possible temporal relations. However, the

constraint propagation process does not guarantee that all
relation networks are consistent. [ALL 83b] gives an
example of an inconsistent network, Figure 5 gives two
more examples,

A &
3\11
D
o '
Sl

S dild

Figure 5

B

Inconsistent relation network:
(4, B, C, D, F, Q R & S are intervals)

@
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In both examples, there exists no consistent labelling for
the arcs (which are temporal relations). Finding a
consistent labelling is a Consistent Labelling Problem
(Constraint Satisfaction Problem). According to Nudel
(NUD 83b), a Consistent Labelling Problem is defined as
follow:

Ve have a finite set Z of n variables. Each
variable X in Z has a finite domain D: from which
X, can take one of the M: values. Constraints exist
for subsets (of various sizes) of the variables in
Z. The task is to find a solution-tuple (which is a
n-tuple), which means the assignment of one value to
each of the variables in Z such that all the
constraints are satisfied.

Important publications about the consistent labelling
problem are (MAC 75,77,85), [FRE 78,82], [HAR 79,80a,80b],
and [NUD 83a,83b]. We shall call a solution-tuple of a
rolation network a Definite Plan to distinguish it from
Allen's definition of “plans".

Inconsistency exists in some relation networks because the
constraint propagation process in Allen's approach only
guarantees 3-consistency (FRE 78], The constraint
propagation process would be extremely laborious if it were
made to guarantee total consistency in the network
(FRE78,82) [MAC 85]. Searching for solution-tuples could
be montrivial too (HAR 85].

Allen's approach does not generate a readable plan

Under Allen's approach, a plan could be something like
this:

Intervals A, B, C and D are all explaine
Rew = [£1 si)

= (f1 di i)

C£1 i)

o oil

(< modis ol

o 0|

where Ris is the set of all possible relations between

intervals i and J.

i and we have

This relation network is consistent. But it is difficult
for an agent to see how this plan should be executed. It
would be easy to see how the plan in figure 6, which is one
solution-tuple for.the above network, could be executed.
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temporal relations

Intervals

CEICES

This is in fact the kind of schedules that wa often see in
offices or workshops.

The Duration Reasoner described in [ALL 83al can only
detect some inconsistencies. According  to  our
understanding, it will not be able to detect the following
inconsistency:

Intervals temporal relations durations
58 100
A 70
B 70
c 60

Figure 7 A network with inconsistent duration
constraints

The Duration Reasoner will not be able to detect
inconsistency of this network because this network
satisfies all its rules:

A starts T, and A - - €0.7 €0,7)) ==> T
B finishes T, and B - - €0.7 €0,7)) -=> T
C during A, and G - = ®/7 6/ —> A
C during B, and (G e QD =
where X - - (a(b)) -=> Y is read as "the duration of X must

be at least a but not more than b times the duration of Y".

The above example is inconsistent because the overlap
between A and B is 0.4 of T but the duration of C is 0.6 of
T. Therefore C cannot be during both A and B.

This example also shows that relation networks which can be
labelled may not be consistent when duration constraints
are considered. We believe that Linear Programming is the
most general approach to detecting the consistency and
finding the starting and ending time of intervals for a
relation network [MAL 831, The AnalyzeLongestPath
procedure, according to [BEL 85a,85b], is a specialized
linear programming approach for checking the consistency of
such networks.

VI
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A Complete planning process

Ve suggest that when the above temporal world model is used, a
complete planning process should consist of the following stages
and processes:

1>

@

VII

Accepting the problem
This will give us a partial description of a possible world
(PV¥D:), which is basically a set of intervals together with
a set of temporal and duration constraints on them.

Explaining all the intervals in the possible world
The result of this process will be a partial world
desoription (PWD) in which all the intervals are explained
and there exists a non-empty set of primitive relations for
each pair of intervals. It is at this stage that Allen's
approach stops.

Labelling the temporal relations

The result of this process is like PWD, except that the
temporal relations between pairs of intervals are labelled
by one primitive relation each. As mentioned before, we
shall call a network which has all its arcs so labelled a
Definite Plan

To determine the start and ending points of each interval
This process should return the starting and ending time of
each interval. This is important because, as we have shown
in section V, networks which can ba labelled may not be
consistent vhen duration constraints are considered.

Tmplementation

Limited by space, the implemented system will only be described
briefly here. A domain-independent planner based upon the above

ideas bas been implemented. Given a problem specification, it
generates a plan in the form of a chart, with the start and end
time of each interval labelled. Perhaps it would be easier to

illustrate the system by an example:

The Problem: Finish cooking a meal in 100 minutes. The
meal should have a soup and 3 courses, followed by a
dessert, The cooking of the soup and the 3 courses nust
be finished at the same time. It takes 20 minutes to
finish the meal, after which the dessert must be ready
John is free to cook the meal at the start and Mary can
only join the cooking 20 minutes thereafter. John must
make a telephone call for at least 5 minutes sometime
before the meal.
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Traditional planners have difficulties in handling this problem
for at least the following two reasons:

(a) There is no specific initial or goal state in this
problem.  Some goals (like finish cooking the 3 courses)
has to be achieved before others (finishing cooking the
dessert). The goal "make a telephone call does not have

to be achieved at a particular time during the 100 minutes
as far as it takes place before the meal.

(b) There are duration constraints like "at least 5 minutes”,

This problem is input to the system with a Partial World
Description (PWD) Language, which specifies (among other things)
the existing intervals, the unexplained intervals, a set of
temporal constraints and a set of duration constraints on those
intervals. Given this problem, the planner generates and
reports a plan in the following format:

Actions or Propasition: Interval

make_apple_tart (mary)
apple_tart_ready
make_telephone_call (john)
steam_fish(john) -~
coak_rice (john)

fry_vegetables (john) -
make_soup (mary)

fish_ready & rice_ready &

vegetables ready & soup ready

& to_finish_the_meal

Figure & A plan for the example problem

VII.1 The structure of the planner

The implemented system consists of a Temporal Inference Engine
(TIE), a Duration Handler (DH) and a planner which uses TIE and
DH. TIE takes as input a temporal constraint and propagates its
effocts to other temporal relatione. Thie constraint
propagation process (which maintains 3-consistency) is based on
the one described  in (ALL 83bl. DH propagates duration
constraints. DH uses simple rules to detect incomsistency and
to propagate constraints. Basically, inconsistency is detected
by the following rule:

1f T, To, ..., Tw are discrete subintervals of T, then
the summation of minimum-durations of T, must be less
than or equal to the maximum-duration of T.
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An example of a constraint propagation rule is:

If Ty is a subinterval of Tx, then an increase in the
minimum-duration of T\ could affect the minimum-duration
of Ta

Since temporal and duration constraints can affect one another
(e.g. 1f A is a subinterval of B, then the duration of A must
not be greater than that of B), TIE and DH have to propagate
their constraints to one another.

The planner is given a set of operators, each of which is
defined as a world description.  Each operator has certain
effects, which are patterns saying when the operator can be
applied. Side-effects are simply other explained intervals in
this world description, and preconditions are unexplained
intervals.

The planner consists of an Interval-explanation Module, a
Definite-plan-generator and a Plan-verification Module. Fach of
these modules correlates to one planning step, which will be
described in the next section.

VII.2 The planning process

The problem is input in the form of a partial world description
(using the PWD Language> into the Interval-explanation Module.
The process of explaining intervals 1is based on Allen's
approach. The end product of this module is a relation network,
which will be input to the Definite-plan-generator.

In searching for a definite plan, the Definite-plan-generator
uses Nudel's Fail First Principle, assigning values to those
relations which have the least number of choices first [NUD
83al. Heuristics are used to improve the efficiency of the
search and to search for a more efficient plan.

After a definite plan has been found, the Plan-verification
¥odule will set up a graph from the labelled network. The nodes
of this graph are the start and end points of the intervals, and
the arcs are the minimum and maximum durations of intervals
For example, if the minimum and maximum durations of T are Min
and Max respectively, then a directed path with length AHin will
go from Start(T) to end(I), and a path with length -Max will go
from end(T) to start(D). The AnalyzelongestPath procedurs
[BEL 85b] is then used to detect the consistency of this graph
as well as to compute the earliest start and ending time of each
interval. After this computation, the plan can be displayed in
the form of a schedule as shown in figure 8 above.
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VII.3 More about the system

The planner does hierarchical planning, which means operators

can be expanded into details. When the planner detects
inconsistency in its relation network, it does chronological
backtracking. One of its most important features is that it

uses Reference Intervals to limit the computation needed for
constraint propagation prodesses.

The idea is to organize all the intervals into a hierarchy. let
us stipulate that two intervals are referrable to each other if
they share the same reference interval, or one of them is the
reference interval of the other, Only relations between
referrable intervals will be stored explicitly by the system. A
relation betwsen two non-referrable intervals has to be looked
up via paths through referrable intervals. If intervals X and Y
are referrable to each other, then a constraint between X and Y
is propagated only to those intervals which are referrable to
both X and Y. Thus computation is limited. However, if X and Y
are not referrable to one another, then we must decide how a
constraint between them can be propagated properly.

Reference intervals have been used in Allen's system. Assume
that we have a hierarchy like this:

A is the reference interval of C;
B is the reference interval of D;
A and B are under the same reference interval:

A B

fe1 D

and it is found that there exists a constraint between intervals
C and D Allen's system would create an extra reference link
from C to B or from D to A so that any constraint between C and
D can be propagated to relations among A, B, C and D (that makes
the hierarchy a tangled tree). However, soon most of the
intervals in the hierarchy will become referrable to each other
as more and more constraints between non-referrable intervals
arise. So reference intervals cannot serve their prupose of
redusing the amount of computation needed for constraint
propagation.

In our approach, if a constraint between C and D exists, the

stem will update only the relations Rea, Raes and Ruea. Tha
risk of doing so is that the effect of such constraints may nat
be fully propagated, hence some infeasible relations might
remain unrejected. But we argue that this is Jjustifiable
because, by using the constraint propagation algorithm described
in (ALL 83b], we cannot guarantee that all unrejected relations
ars viable anyway. We do not spend extra effort to try to
reject all possible rejectable relations just as we do not spend
extra effort to pguarantee total consistency of the network
during the interval explanation process. Besides, these
infeasible relations will be rejected by the Definite-plan-
generator or the Plan-verification Module.
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One of the problems in the implemented system is that when
reference intervals are used, the effects of temporal
constraints between intervals of different reference groups will
not be fully reflected by the explicitly stored relations
This affects the system's ability to detect inconsistency before
the AnalyzelongestPath procedure is applied.

Detailed discussion of the use of reference intervals will be
left for another occasion.

VIIT Summary and Discussion

In this paper, We have presented a new view to plan generation
which is based on and generalized from Allen's, Basically we
have adopted Allen's temporal frame and his approach %o the
explanation of interals. Ve have argued that Allen's approach
to planning is incomplete, and presented a completed plan
generation process. A planner which is based on this general
view and complete plan generation process has been built.

It is worth mentioning that one can see the plan generation
process described in section VI from another point of view.
Steps 1 and 2 are the steps to identify the variables that are
involved 1in our problem, as well as setting up certain

constraints on these variables. Its product, a relatoin
network, is a set of inequalities, possibly with disjunctions,
which prevents us from using traditional linear programming
techniques to solve them. Moreover, not all members of the
cartesian product of these disjunctions are viable. Step 3 is
the process of finding one set of (conjunctive) inequalities
which satisfies the inference rules. Step 4 is to solve the

linear inequalities, minimizing the duration of the plan based
on the labelled relations.

fnote 1]

At least intuitively, these 13 primitive relations exhaust all
the possible temporal relations between any two intervals

CBEN £3).  All those primitive relations can be derived from
Meet [ALL 84). The logic behind Allen's interval-based time
structure will not be discussed in this paper.
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