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Introduction

This document specifies monitors which can be used to evaluate the performance of different local search algorithms and meta-heuristics along with an explanation of what they measure and how it might be useful.

Monitors are necessary to gain more understanding of the way in which local search algorithms and meta-heuristics perform their search, in order to produce more efficient algorithms in the future, instead of just performing competitive tests (see Hooker (1995) for a more thorough discussion of the pitfalls of competitive testing). 

Best cost found

This is just the cost of the best solution (w.r.t. the original cost function). It can be considered the most solid evaluator of performance of an algorithm, however it may only yield very small differences between similar algorithms, and thus it may difficult to form any meaningful conclusions from this measure alone.

Number of repairs to find best found solution

This measure can be useful if it is highly likely that an algorithm can find the optimal or best-known solution. Alternatively, a target cost solution could be used and the search stopped when a solution of such quality has been reached, and then this measure used to evaluate one algorithm against another. 

CPU seconds

This measure is just a measure of the practical efficiency of the algorithm. The main drawback of this measure is that it is implementation dependent, although if evaluating an algorithm for a real application, may be a very important consideration.

Average and standard deviation of cost over a run

The average and standard deviation of the cost of all solutions visited over a run measure the overall quality and spread of quality of solutions visited over a run.

Number of local minima

This measures how many times the local search algorithm returns a local minimum (where no downwards moves exist, and more than 2 consecutive sideways moves have failed to produce a new downwards move). The more local minima, the more intense the search.

Number of features penalised

This measures how many distinct features are penalised during a run. The more features which are penalised, the more intense the search. 

Number of features in best known solution penalised

This measures how many times a feature present in the best known solution is penalised. However, this maybe flawed if several different solutions yield the same best known cost. It may be useful in some sense for assessing whether features, which should not be penalised are being penalised, but this does not guarantee that sections of search space (which may include the best known solution) have not been “blocked off” by penalties.

Average number of moves after penalisation

This is useful for assessing how intense or diverse the search is. A high average number of moves after penalisation means the search is very diverse. A low average number of moves after penalisation means the search is very intense, carefully searching plateaus and local minima.  

Average hamming distance from last local minima

This serves the same purpose as the average number of moves after penalisation, although it may be slightly more accurate as sometimes one move may be “undone” by the next move (if the move was a sideways move) or as a consequence of a number of other moves.

Number of repetitions during search

This is a useful measure for assessing whether there is a lot of cycling going on in an algorithm. A high value may mean that search is too intense and a low value may mean that it is too diverse. A hash table of solutions must be used to implement this measure as described in Woodruff and Zemel (1993). A similar kind of measure to this has been used by Battiti and Techchiolli (1994) for detecting cycling in the reactive tabu search algorithm, so that the list size may be suitably adapted or a random walk away from the area be made.

Entropy: Average, Standard Deviation, Minimum, Maximum

These entropy values are based upon the entropy of frequency with which values of a variable appear in solutions visited by the search. We then take the average, standard deviation and minimum and maximum of the entropies of all the variables to give us a summary of this information. The entropy of a variable can be calculated as follows:
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where:
xi is a variable

D​xi is the set of possible values of variable xi
vj  is a value of the variable xi
fvj the number of ocurrencies of the label <x,vj> in solutions visited by the search so far

iterations is the number of solutions visited by the local search algorithm so far

These measures are designed to evaluate how well the local search algorithm covers the whole space of solutions and vary between 0.0 and 1.0. The higher the average the better it covers the whole space of solutions. The lower the average, the worse it covers the whole search space. It may also have potential for use in an adaptive local search algorithm for detecting when the algorithm has got stuck in a small portion of the search space.

Local minima cost: Mean and Standard Deviation

These measure the quality of the search space visited by the local search algorithm and can be considered better measures than the cost of all solutions visited as they only consider the cost of local minima solutions, i.e. solutions which the local search can no longer improve. 

Conclusion

The most useful measures can be summarised below:

Name
Purpose

Best found cost
Useful for comparison of algorithms where one algorithm is clearly superior to another, but gives no indication of why it is superior.

Number of repairs to solution of cost TARGET
Implementation independent measure of how fast an algorithm finds a certain quality of solution. This is a finer measure than best found cost. 

CPU seconds for run
Practical measure if the algorithm is to be used to solve real problems.

Local minima cost over a run: Mean and standard deviation
Measure of the quality of search space visited by the local search algorithm.

Number of moves between local minima
This gives an indication of how diverse of intense the search is.

Number of repetitions during search
This gives an indication of how much “cycling” is going on during the search.

Entropy: Mean, Standard deviations, Min, Max
This measures how well the search space is covered by the local search algorithm.

These measures help us understand why one algorithm is successful or more successful than another algorithm. Without them, we are just performing a beauty contest, with no real understanding of how the algorithms are actually searching the search space.
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