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19. Multi-agent based systems for staff 
empowerment 

19.1 Introduction 
Human resources are the main resources in a service industry. Success or 
failure of a service operation is often determined by its personnel man-
agement policy. A successful management policy would provide job satis-
faction to employees, which will lead to higher morale, productivity and 
service quality. 
 

Staff empowerment is a management concept. The idea is to give em-
ployees autonomy in doing their jobs. The aim is to improve job satisfac-
tion by allowing employees to have control over their operations.  

 
For staff empowerment to work, appropriate management arrangements 

are required. The philosophy behind staff empowerment recognizes per-
sonal needs by individuals. To ensure that the collective behaviour of the 
staff achieves the company’s goals, the management must define the au-
thority and responsibilities for each individual or department/division. The 
assumption behind staff empowerment is that by defining negotiation pro-
tocol and assessment criteria properly, the market mechanism will ensure 
that the staff gains autonomy while the company achieves its goals. In 
other words, everybody wins.  
 

This Chapter presents a framework for designing a mechanism to im-
plement empowerment in BT’s workforce scheduling. It identifies the 
computational techniques for tackling the problem. BT’s problem is used 
for illustration. However, the framework and techniques are general and 
therefore could be used for other job-staff allocation activities, where staff 
empowerment is to be employed.  

 



19.2 BT’s Workforce Scheduling Problem 
The importance of problem formulation is often underestimated [2][7]. 

Modeling formalizes the company’s considerations; i.e. what are consid-
ered important by the company. It also defines the company’ objectives, 
i.e. what the company wants to achieve [24].  In this section, we shall 
briefly describe BT’s scheduling problem. Detailed description of the 
problem can be found in [27][32]. Formal definition of the problem can be 
found in [25].  

 
 

 
Figure 20.1  A generic workforce scheduling problem, where the task 

is to assign engineers to jobs, satisfying a variety of constraints and op-
timizing a set of company objectives 

 
BT has to serve a large number of customers every day. Their needs 

vary from telephone repairs to network design and installation. Engineers 
also have to be sent for repair, maintenance and installation of BT’s net-
works. These jobs are geographically distributed. Each job demands engi-
neers of certain skills. Some jobs will take longer time to complete than 
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others – the duration of a job can be estimated through past experience on 
similar jobs. Some jobs can only be done at certain times. Logically, each 
job can be assigned a value (how important it is to the company). 

 
To serve the jobs, BT has a large number of engineers. The engineers 

are also geographically distributed (some of them may start their working 
days from home). Each engineer may be more skillful on certain types of 
jobs, but less skillful in others. Therefore, for each engineer, one can logi-
cally assign a “preference” to each skill, indicating how efficient they are 
in serving jobs which require such skill. It is in BT and the customers’ in-
terest that the engineers are sent to jobs which they specialize in; i.e. 
maximizing the “preference” values in job assignments.  

 
The task is to assign these engineers to the jobs, subject to their avail-

ability (e.g. some engineers may be willing to work overtime, but others 
may not). Whenever possible, BT would like to minimize the distance 
traveled by the engineers. Figure 20.1provides a visual description of the 
workforce scheduling problem. 

 

19.3 How to achieve the goals? 
BT’s problem as formulated above is a complex problem. The man-

ager’s job is to look after the company’s interest, which is a multi-objective 
optimization problem [4]. Each regional controller has its own scheduling 
problem, which is technically a constraint satisfaction problem [23]; in 
particular, the problem can be seen as a constrained multi-vehicle routing 
problem [18]. Although BT’s problem is used as an example, the approach 
presented here is general – it can be applied to similar situations.  

 
The workforce scheduling problem described above can be tackled 

through central planning [26]. However, field engineers can often create 
delays if they want to. To protect their own interest, controllers may not 
help other regions freely. One of the best ways to reduce game playing is 
through improvement of morale. Staff empowerment is an effective man-
agement strategy to maintain morale in the workforce.  

 
To implement staff empowerment, the regional controllers are given 

permission to look after their own interests. This means the problem will 
be formulated as a distributed scheduling problem in which the individual 
agents have their individual goals (as opposed to having shared goals, as in 
[16]).  



 
To tackle this distributed scheduling problem, our approach is to model 

the regional controller’s activities with agents. We define a buyer agent 
and a seller agent for each controller. The buyer agent handles the jobs 
that the controller has. Its task is to “buy” services to complete the jobs. 
The seller agent handles the engineers. Its task is to “sell” services to com-
plete the jobs.  

 
We define a management agent that looks after the company’s interest. 

Ultimately, the management agent will be a program that interacts with the 
human manager who is in charge of the overall operation. We give the 
management agent the duty of handling the multi-objective optimization 
problem. Details of this will be described in the next section. 

 
 

19.4 Handling multi-objectives 
One approach to multi-objective optimization is to define mathemati-

cally the relative importance of the multiple objectives. This turns the 
problem into a single-objective optimization problem. One major draw-
back of this approach is that human managers are often reluctant to define 
the relative importance of the multiple objectives in abstract, mathematical 
terms (either due to sheer difficulties or due to their unwillingness to com-
mit themselves). It is, however, relatively easier for one to express one’s 
preference when one is given a few schedules. Therefore, we define the 
goal of the management agent as to generate a Pareto set of schedules for 
the human manager to choose.  

 
Our approach is to give the management agent the task of finding a 

Pareto set of schedules, which will be presented to the human agent for se-
lection. The Pareto set is generated by iterations. In each iteration the man-
agement agent provides the buyer and seller agents the weights for each of 
their objectives. Thus the buyers and seller agents each have a single-
objective scheduling problem to solve. They interact with each other (to be 
explained later) to generate a schedule. The weights-definition and sched-
uling-generation process repeats until enough number of schedules have 
been generated. This is shown in Figure 20.2. 

 
This approach allows us to neatly separate multi-objective optimization 

from the rest of the problem. It also reflects the management structure.  
 



 
 

Figure 20.2 A multi-agent based architecture for workforce scheduling 

 

19.5 How to generate a Pareto set of schedules? 
Given the architecture defined above, the key question is how the man-

agement agent should adjust the weights for the buyer and seller agents.  
 
Before we can answer this question, we need to decide on the metric for 

measuring the quality of a Pareto set. We combine two metrics in our ap-
proach: range and evenness of distribution. Formal definitions of these 
metrics can be found in the literature, e.g. see [15]. 

 
For illustration, let us assume that we have two objectives; this can be 

represented by two functions, f1 and f2 to maximize. Figure 20.3 shows 
two Pareto sets: the circles and the squares. The circle set has a wider 
range than the square set, because one of its members has a f1 value higher 
than any of the members in the square set; the same applies to f2. Members 
in the circle set also more evenly distributed than members of the square 
set. Therefore, the circle set is preferred to the square set, according to the 
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metrics that we adopt. It provides the human manager a set of solutions to 
suit different preferences of f1 and f2. In other words, the human manager 
has better chance of finding a satisfactory solution in the circle set than in 
the square set.  

 

 
 

Figure 20.3 The function space showing the quality of Pareto sets: f1 
and f2 are two functions to maximize. The set of circle solutions is pre-
ferred to the set of square solutions because (a) they range wider and (b) 
they are more evenly distributed.  The mark “x” indicates a desirable 
member to be added to the set of red solutions.  

 
Having decided on the metric to adopt, we have some guidance on how 

the management agent should set the weights for the buyer and seller 
agents. For example, good solution to add to the set of square solutions in 
Figure 20.3 is where the cross indicates. This solution will extend the 
range of the square Pareto set. 

 
For the management agent, knowing the target position (such as the po-

sition marked by the cross in Figure 20.3) in its objective space is only the 
first step towards setting the weights for the buyer and seller agents. The 
only control that the management agent has is in setting the weights. It has 
no direct control over what schedule the buyers and sellers will generate. 
In attempt to generate a schedule in the target position, the management 
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agent must discover the mapping from the weights space to the manage-
ment agent’s objective space. Given that the workforce scheduling prob-
lem does not change radically over time, learning of this mapping is possi-
ble. Many machine learning tools can be used for this purpose [14]. This is 
the subject of our on-going research [10]. 

19.6 Self-interested multi-agent scheduling 
So far we have not explained how the buyer and seller agents interact to 

generate a schedule. The buyer and seller agents are given their objective 
functions by the management – the function against which their perform-
ance will be assessed. Each agent is free to adopt any methods to generate 
a schedule to suit their own preference, which (as recognized by staff em-
powerment) may take into consideration their own agenda which is beyond 
the management’s control.  

 
The problem is basically a self-interested distributed scheduling prob-

lem. One of the better methods for tackling this class of problems is the 
Contract Net, which was developed in the early 1980s [3][6][21]. The ba-
sic principle behind Contract Net is that the buyers broadcast their jobs, 
and the sellers bid for services provision. The bids vary in quality, from the 
buyers’ point of view. For example, one bid might involve a longer travel-
ing distance, but a better fit of skill. Since the buyer agent has been given 
the weights to balance between traveling distance and fit of skill (as well 
as other objectives), it will be able to evaluate different bids. A buyer 
would make an offer to the best bid. Seller agent has the final say whether 
to take up the offer. As the seller may get multiple offers for the same en-
gineer, it does not necessarily accept an offer.  

 
The contract net provides a protocol for generating schedules. Unfortu-

nately, it does not necessarily generate the most efficient schedule. Basi-
cally, it samples one schedule only, by assigning one job to the locally best 
engineer (“best” as agreed between a buyer and a seller) at a time. Figure 
20.4 shows a scenario involving three regions. In this scenario, Region 1 
has one spare engineer. Region 3 has one job that is not served by any en-
gineer. If the company’s overall objective is to finish as many jobs as pos-
sible, while minimizing the traveling distance is of secondary importance, 
then it would have preferred to assign Engineer 1 to Job 1, Engineer 2 to 
Job 2, and Engineer 3 to Job 3. This revised schedule would require more 
traveling, but complete one more job. Unfortunately, this improved sched-
ule will probably not be found by a standard contract net if each region 
controller were to give priority to its own engineers. 



 
 

 
Figure 20.4 A schedule that could be improved if job-completion is the 

dominating criteria for solution quality  

 

19.7 RECONNET – local search over schedules 
An obvious improvement to the contract net protocol is to hill-climb in 

the space of schedules. A large number of local search methods in the lit-
erature could help hill-climbing in the space of schedules (e.g. see [11]). 
The complication in this problem is that local search requires releasing of 
contracts. Contracts cannot be released unilaterally; otherwise the situation 
would be chaotic: an engineer could be sent to a job which has been can-
celled by the service buyer, and a job could be waiting to be served by an 
engineer whose controller has cancelled the contract. This is a self-
interested distributed system. Both buyers and sellers must agree before a 
contract could be released. To facilitate local search, a contract release 
mechanism must be designed. The new protocol is called RECONNET 
(which stands for REtractrable CONtract NET). 

 
RECONET introduces a contract release mechanism to standard Con-

tract Net. When a buyer has a job that needs to be served, it could ask for 
bids that may involve the release of an existing contract. For example, in 
Figure 20.4, the buyer in Region 3 (call it Buyer 3) may ask the seller in 
Region 2 (call it Seller 2) to make a bid for Job 3. Seller 2 may make a bid 
to Buyer 3, on condition that the buyer in Region 2 (call it Buyer 2) is will-
ing to release the contract (of buying Engineer 3’s service). Buyer 3 may 
then offer Buyer 2 a compensation for releasing its contract. Buyer 2 may 
attempt to secure an alternative contract for Job 2 before it decides to take 
up Buyer 3’s offer. The contract release protocol is shown in Figure 20.5. 
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Contract release is driven by a market mechanism. To do Job 3, Engi-
neer must travel further than serving Job 2. Therefore, Seller 2 will ask 
Buyer 3 for a price. Suppose Seller 2 asks for a price of £20, but Job 3 is 
worth £100 to Buyer 3, then Buyer 3 would be able to offer Buyer 2 any-
thing up to £80 for releasing the original contract. Suppose Buyer 3 offers 
Buyer 2 £60 to release the contract. Buyer 2 could then use part of it to buy 
alternative services for Job 2. Since the benefit to a buyer decreases as the 
chain lengthens, infinite loop is not a threat to this contract release proto-
col.  

 
 

 
Figure 20.5 A scenario involving Contract Release 

 

19.8 Dynamic scheduling 
Workforce scheduling is a dynamic problem. New jobs may arrive at 

any time. Delays may occur, possibly due to complications in services or 
traffic congestions. This means schedules have to be revised constantly, 
which adds a new dimension to this complex problem. 

 
To react to new jobs and unexpected delays, rescheduling time is cru-

cial. Like most local search algorithms, the more time the algorithm is 
given, the more chance it has in finding better solutions. The size of the 
Pareto set generated by the management agent is also relevant.  
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The size of the problem varies over regions and time. A problem of real-

istic size would involve 150 to 300 jobs per region. In a prototype that im-
plements RECONNET, a schedule for 7 regions of realistic size took 5 to 
15 minutes to generate. (We assumed that each service buyer will buy 
from 7 sellers – bids from far away sellers are unlikely to be practical, due 
to traveling cost and traveling time.) There is plenty of room for speed-up 
in an operational system. It is reasonable to assume a speed-up of at least 
an order of magnitude over the prototype system. If the management agent 
needs to generate a Pareto set of 10 schedules, it will take 5 to 15 minutes 
to reschedule, which is quite acceptable.  

 
When the situation is changed, rescheduling from scratch may not be the 

best policy. Local search is well suited for schedule-repair. RECONNET is 
a framework which could support a wide range of local search methods, 
including Tabu Search [8][9] and Guided Local Search [13][28]. 

19.9 Research Frontier 
In RECONNET, a buyer offers compensation to another buyer for con-

tract release. There is no reason why this compensation cannot be negotia-
ble. Bargaining is a well studies topic in game theory. Automated bargain-
ing could play a part in this research [12].  

 
Each seller agent has to solve a scheduling problem for every objective 

function defined by the management agent. This is not a standard con-
straint satisfaction problem [23], hence demands specialized scheduling 
techniques. For example, assignments have to be agreed by buyer agents. 
Besides, assignments cannot be undone unilaterally. Exactly how this 
scheduling problem should be solved is subject of our on-going study.  

 
The contract release protocol in RECONNET may not be optimal. Re-

search in distributed artificial intelligence may be consulted. In 
[1][19][20], agents are allowed to cancel contracts unilaterally. This is vi-
able when all agents are cooperative. Unfortunately, this is not an assump-
tion in our model. We acknowledge the possibility that agents may ma-
nipulate the biddings to maximize their own benefit. This, plus the 
dynamic nature, makes contract de-committing strategies such as those 
proposed in [17][19][20] non-applicable for the problem defined in this 
paper. The practical needs in this problem demands new techniques.  

 



We pointed out earlier that the nature of the problem does not change 
radically over time. Therefore, it is possible to take advantage of informa-
tion gathered over time in designing the system. A simple simulator has 
been implemented to investigate the various degrees of delays and their 
impacts. Deeper investigation is being planned in the current project.   

19.10 Concluding Summary 
To summarize, we have used BT’s problem to illustrate how workforce 

scheduling can be tackled with staff empowerment. The problem is formal-
ized as a multi-objective, dynamic distributed optimization problem. We 
have divided this complex problem into sub-problems. This allows us to 
deal with them separately. It also allows us to bring in established re-
search, such as multi-objective optimization, constraint handling, distrib-
uted scheduling, contract net, machine learning and agent-based modeling.  

 
The key to the success of a multi-agent system is in how the authority 

and negotiation protocol is defined. In our application, the company’s in-
terest is looked after by giving the management agent the authority to de-
fine the criteria for assessing the schedules. The controllers are given free-
dom in how they schedule their engineers to serve the jobs – they know 
how their performance will be assessed. The system relies on the market’s 
“invisible hand” to produce schedules that balances the different agents’ 
needs. 

 
The multi-agent platform implemented enables the management to test 

different designs before they are implemented. It allows one to evaluate 
the effectiveness of different market mechanisms and ask what-if ques-
tions. This allows the management to identify mechanisms and conditions 
under which desirable results (as defined by the management) could be 
achieved. 
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