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Machine Learning Overview

Unsupervised Learning

Supervised Learning * Supervised learning

Data Observed | Target is function fitting

X1 Xp e X, y * Does function f

16 71 .. 27 Buy exist?
1468 .. 31 Sell

2154 .. 28 Hold What y to learn?
How to prepare x?
How should f look like?
How to evaluate f ?
Unseen Patterns Predictions ind £ 2
data y = f(x) How to find f 7

Machine Learning

What is the research agenda?
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How to measure success?
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How to learn?

FTSE 2009.08.18-2010.10.22
What to learn?

e We could try to predict the price tomorrow
¢ We cold try to predict whether prices will
go up (or down) by a margin
— E.g. will the price go up by r% within n days?
* Notes:
— Always ask: can the market be predicted?
— There is no magic in machine learning
— Harder task = less chance to succeed

FTSE 2009.08.18-2010.10.22

FTSE 2009.08.18-2010.10.22

Edward Tsang (all rights reserved) 1



CC283 Intelligent Problem Solving

28/10/2013

Moving Average Rules to Find

e Let
— m-MA be the m-days moving average
— n-MA be the n-days moving average
—m<n
* Possible rules to find:
¢ If the m-MA < n-MA, on day d, but m-MA > n-MA on
day d+1, then buy
¢ If the m-MA 2 n-MA, on day d, but m-MA < n-MA on
day d+1, then sell

Performance Measures

e Summarising results with Confusion Matrix
— Basic measures
— Matthews correlation coefficient

* Receiver Operating Characteristic, ROC
— Performance
— Types of classifiers

 Dealing with Scarce Opportunities
— Unintelligent / Intelligent improvement
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Performance Measures

|deal Predictions Actual Predictions, Example
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RC = (5+2) +10 = 70%
Precision = 2 + 4 = 50%
Recall =2 +3=67%

More on Performance Measures

Predicti ”
hcaiictions False Positive Rate =
N u FPI(FP+TN) = 2/(2+5) =
2| - |IN5|FP2| 7 14%
> True Positive Rate = recall
E(e [FN1 TP 2 = TPI(TP+FN) = 21(2+1)
6| 4| 10| =6/%

TN = True Negative

FN = False Negative = Miss = Type Il Error

FP = False Positive = False Alarm = Type | Error
TP = True Positive

Receiver Operating Characteristic
(ROC)
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* Each predication measure Perfect
occupies one point 7 classification
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classifications

— Points on diagonal represent
random predictions
e Acurve can be fitted on
multiple measures
— Note: points may not cover
widely
e Area under the curve
measures the classifier’s 47 .
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Receiver Operating Characteristic
(ROC)
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Reality

Scarce opportunities 1

Ideal Predictions Easy Predictions

. + _ +
— 9,900 0| 9% — 9,900 0 99%
+ 0 100 1% + 100 0 1%
99% 1% 100% 0%
Ideal prediction Easy score on accuracy

Accuracy = Precision = Recall =100% Accuracy = 99%, Precision = ?

Recall = 0%
* Easy to achieve high accuracy
* Worthless predications

Scarce opportunities 2

Easy Predictions Random Predictions

_ + _ +

o | = [es0] of o _ [ osor| 99| g%

Eg + 100 o 1% + 99 1 %
100%| 0% 0% | 1%

Random move from - to +
Accuracy = 98.02%
Precision = Recall = 1%

Easy score on accuracy
Accuracy = 99%, Precision = ?
Recall = 0%

¢ Unintelligent improvement of recall

— Random +'ve predictions

Reality

Scarce opportunities 3

Random Predictions Predictions
= + — +
= 9,801 9| 99% = 9,810 90| 99%
+ 99 1 1% + 90 10 1%
99% 1% 99% 1%

Random move from — to +
Accuracy = 98.02%
Precision = Recall = 1%

Better moves from — to +
Accuracy = 98.2%
Precision = Recall = 10%

* A more useful predication

* Sacrifice accuracy (from 99% in easy prediction)

Machine Learning Techniques

e Early work: Quinlan’s ID3 / C4.5/ C5
— Building decision trees

* Neural networks
— A solution is represented by a network
— Learning through feedbacks

e Evolutionary computation

— Keep a population of solutions
— Learning through survival of the fittest

ID3 for machine learning

ID3 is an algorithm invented by Quinlan
ID3 performs supervised learning

It builds decision trees

Perfect fitting with training data

Like other machine learning techniques:
— No guarantee that it fits testing data
— Danger of “over-fitting”

Edward Tsang (all rights reserved)
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Example Classification Problem: Play Tennis? Example Decision Tree

Day Outlook Temper. Humid. Wind  Play?

1 Sunny Hot High  Weak No

2 Sunny Hot High  Strong No

3 Overcast Hot High Weak Yes

4 Rain Mild High  Weak Yes _

5 Rain  Cool Normal Weak  Yes Sunny | Overcast ~ Rain

6 Rain  Cool Normal Strong  No ~ ' ™~

7  Overcast Cool Normal Strong  Yes Yes

8 Sunny  Mild High  Weak No

9 Sunny  Cool Normal Weak Yes High Normal Strong Weak
10 Rain Mild  Normal Weak Yes 7 N\ e N\

11 Sunny  Mild  Normal Strong Yes No Yes No Yes
12 Overcast Mild High  Strong Yes

13 Overcast Hot Normal Weak  Yes ¢ Decision to make: play tennis?

14 Rain Mild High  Strong No

d Tsang (All rights reservec d Tsang (All rights reservec

Example: ID3 Picks an attribute Simplified ID3 in Action (1)

* Pick an attribute A 1) Not all examples

agree on conclusion

» Compute Gain(S, A): ?nny Ove[cast Ra\'? 2) Pick one attribute ?nny Ove[cast Ra\'?
— Outlook: 0.246 - — = > “Outlook” is picked - — =
— - + +, 3) Divide examples - + +,
— Humidity: 0.151 D2-, D7+, D5+, according to values D2-, D7+, D5+,
— Wind: 0.048 D8-, D12+, D6-, in Outlook D8-, D12+, D6-,
— Temperature: 0.029 Do+, D13+ D10+, 4) Build each branch Do+, D13+ D10+,
N D11+ [4+, 0-] D14- recursively D11+ [4+, 0-] D14-
* Outlook is picked [2+ 3] [3+ 2] > “Yes” for “Overcast” [2+ 3] [3+, 2]

Edwarc 19 (All righ Edwarc 19 (All righ

Simplified ID3 in Action (2) Simplified ID3 in Action (3)
1) Expand Outlook=Sunny Outlook = Sunny 1) Expand Outlook=Rain Outlook = Rain
2) Not all examples agree | D1-, D2-, D8-, D9+, D11+ 2) Not all examples agree | P4+ D5+ Sf'»leoJﬁ D14-
idi in
3) Pick one attribute /Hum|d|ty\ 3) Pick one attribute 7 <
> “Humidity” is picked High Normal > “Wind” is picked Strong Weak
4) Divide examples / \ 4) Divide examples 4 AN
D1-, D9+, D6-, D4+,
5) Build two branches D2- D11+ 5) Build two branches D14- D5+,
> “No” for “High” D8- > “No” for “Strong” D10+
»  “Yes” for “Normal” e > “Yes” for “Weak” Yes
Edwarc g (Al right Edwarc g (Al right
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ID3 in Action — Tree Built Remarks on ID3
* Decision trees are easy to understand

sunnv | Overcast B Rain * Decision trees are easy to use
unny § v : e But what if data has noise?
e ' . ’

— Y " — l.e. under the same situation, contradictory results were
Humidity & observed

: D3+, * Besides, what if some values are missing from the
High Normal D7+, Strong Weak decision tree?
N(S/ \?e‘s D12+, N‘o/ ?es — E.g. “Humidity = Low”
D13+ * These are handled by C4.5 and See5 (beyond our
D1-, D9+, D6-, Da+, syllabus)
D2-, D11+ D14- D5+,
D8- D10+

Exercise Classification Problem - Admit? G . q .
L Unsupervised Learning in Trading and
Lowse Wis G s W SEm Markets Mechanism Design
- A A c B Admit g g

2 A A A © Admit £
3 A B © A Admit & > 1. modelling . 8
K<) = D =
4 A A B A Admit 3 = _ 5
B . w B g [ Agent2 Artificial 52
g o ° 2. interaction £
6 B B © A Admit g € ° b g i
7 A B B B Admit - ° 3. Observe il
8 B A B @ Admit - Agent n
9 B B A B Admit £<
10 c A B A Admit £ 8 5. modify Prices, wealth, etc
1 € A © A Reject ?g‘;%
12 A © € B Reject | [ER
- c A g - Rej.ec > 4. Compare and Observed market data
I 4 contrast (“stylized facts”)
14 B [} A (o3 Reject -
Edward Tsang (Al rights | may not know how a solution looks like, but can tell what is good / bad
Machine Learning Summary Artificial Neural Network
e Supervised learning is function fitting Update weights

e First question: what function to find?
¢ Do such functions exist?
— If not, all efforts are futile
¢ How to measure success?
e Finally, find such functions (ID3, NN, EA)
¢ Caution: avoid too much faith

Compare output with Target

. on Hidden
* Unsupervised learning is generate and test Mt Ui outout
— One know what is good/bad when one sees it Ur?its Un?ts
Edwar g (All rights r € M 28 Octc 201 Edward Tsang (C igh
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Terminology in GA Example Problem For GA
String with
Building bocks [ 1 Jo [0 o 1T To] Chromosome * maximize f(x) = 100 + 28x — x2
L NS T 1 with alleles — optimal solution: x = 14 (f(x) = 296)
* Use 5 bits representation
fitness

—e.g. binary 01101 = decimal 13
— f(x) =295

> Note: representation issue can be tricky
» Choice of representation is crucial

* Example of a candidate solution
* in binary representation (vs real coding)
e A population is maintained

Example Initial Population Selection in Evolutionary Computation
To maximize f(x) = 100 + 28x — x2
No. String Decim. f(x) weight Accum
1 01010 10 280 28 28 v IReUlEEE S
method
2 01101 13 295 29 o7 — The fitter a string,
3 11000 24 196 19 76 the more chance
it has to be
4 10101 21 247 24 100 selected
Accum 1018
averg 2545
Evolutionary Computation:
Crossover Model-based Generate & Test
< F(x) A Model could be a
i ‘ Model population of solutions,
| 1 | 0 | 1 | 0 | 1 | | 1 | 0 | 0 | 1 | 0 I 18 280 (To Evolve) or a probability model
| 0 I 1 I 0 | 1 | 0 | | 0 | 1 | 1 | 0 | 1 | 13 205 3 Generate: select, create/mutate vectors / trees
c
2 E : A Candidate Solution
ols Candidate
I 3 Solution cou!d be a vector of
|O|1|1|0|1| |0|1|1|1|0| 14 296 gg variables, or a tree
[o]1]o]z]o] [o]z]ofo]1] o o 2
1 N b d The Fitness of a solution
< Sum of fitness: 1,142 Pecifgfr;\;ence is application-dependent,
Average fitness: ~ 285.5 e.g. drug testing

Edward Tsang (all rights reserved) 6



