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Abstract

Directional change (DC) is a new concapsampling financial market data. Instead of
recording the transaction prices at fixed time intervals, as is done in time seriess DC let
the data alone decide when to recatchnsaction. In DC, a data point is recorded when
the price has risen or dropped against the current trend by a significant percentage,
which is known as the threshold. The magnitude of the threshold is determined by the
analyst.Previous studiesn DC manly focus on analysing single price sequences of
one market. This thesis focuses on a new;pathking on the DC comparative analysis
between two markets. We proposenavel datadriven approach tocombine the
observed DGeriesof two markets into a sitg data sequence, which we call the DC
combined sequencé&his allows us to condua comparative analysibetweentwo
marketsunder DC Based on thiapproachwepropose a novel indicator thaeasure

the relative volatility between two markets. In adufi, we define jumps under DC.
Under this measure, we can pinpdimsize, direction, and quantitf DC jumps in a
market Lastly, under the DC comparative analysis, we build a new DC approach to

identify cojumps between two markets.



Contents

Chapter 1. INtrOAUCTION ........uuiiiiiiiiiiiii ettt a e e e e 1.
I = = od (| {0 o RSP 1

1.2 Research ativations and ObJECHIVES..............uciiiiiii i i 3.

1.3 THESIS SIIUCTULR......eiitieiiiie e eeetit e e e e e e e e e enees e e e e e e e e e e e e eeeeeeeennnee 5
Chapter 2. LItErature SUINVEY ........ccc.uuuuiiiiiiiiiiieieeesettnreeeeeee e et e e e e e e e e s ammeeeeeeaaeaeaeeens 6
2.1 Early research in forex markets in low frequency data.......................... 6

2.2 Overview of the data analysis between time series (TS) and.DC.........7

2.3 Directional Change............ueeiiiiiiiiiiieeeii e 10

2.4 JUMP AN GUMP ..o e e e e e eees e e e eeeeaeas 15
2.4.1 Jump identification in tiMe SEreS............uvvveiiiiiceeeeee 15

2.4.2 COJUMIPS. ..cceetetiiiiiiiee e e e e e e e e e eeeeese s e s s e e e e eeeaaaeeeeeesannnseeeaeaaeeeeeeesssesnnnns 19
Chapter 3. Relative VOIAtiHItY .........coeeiiiiiiiiiiii e 22
G 700 I 11 0T U Tox 1 o o W SURRSPPPPN 23

3.2 Directional ChangeS.......cccoieiiiiieeiiiiiieeei e 25
3.2.1 DC VOIALIlItY......cceeeeeeiieeeeeee e 25

3.3 DC elative VOIatility..........ccoiiiiiiiiiiieeee e 26

3.4 DC micremarket relative VOIatility.............cciiiiiiiiieenieeeee 27
3.4.1 DC relative sequence (RS).........coovvvviiiiiiiiemmeeeeeeeeeee e 29

3.4.2 Formal definitions of DC relative sequence............ccccccevvvveeee.... 30

3.4.3 The measure of DC mienoarket relative volatilityt 4 g ............. 32

3.4.4 Discussion: the merits of using mRV in micro markets.............. 33

3.4.5 Discussion: regarding threshold selectian.............cccccovieeennnen. 34

R = 011 111 0= o | ST PPPPPPP 35
3.5.1 Comparing relative volatility between Time Series and.DC....... 35

3.5.2 The baciesting of1 4 between Sterling and Euro.................... 40

3.5.3 Benefits Of MeASUNIMY T Tr..wrevoveereereereseerereiemmeeeeeeeee e 47

3.5.4 The relationship between the threshold and thegevpeiod of the sub
5110 [ UL (o PP 52

3.5.5 Discussion 0N EXPeriments..........cuuuuuuveriirimmmiiiiiiiieieeeeeeeeeeeeeeas 55

3.6 CONCIUSIONS.....cciiiiiieieeeeiiit oot e e e e e e e e e e e e e enens 57

(O F=T o1 (=T g N 1W ] o 0 o L PP 59



S I a1 {0 1o [ o3 { o] o DTSR 60

4.2 The DC data SUMMALY...........cceeeereiiriiimmmreeeeeeeeeeennnee e s emenessnnnee s 63
4.3 Thed| dSEQUENCE.....c.cviiec e 65
4.4DCIUMP B 67
4.4.1 Tke empirical cumulative distribution functian.......................cce 68
4.4.2 The definition ODCJ.........covviiiiiiiiiii e eeeee s 68
4.4.3 The practice of detecting F.L.......cooooirricee 69
4.5 Experimental deSign........cooeeeeeiiiiiiiiieeee e 71
451 The dat@Sel......ccooiiiiiiiiiiiiee e 71
4.5.2 The experimental design of DCJ detection.............ccceeeeeeeeeeen /1
4.5.3 The relationship between jumps and the scheduled economic.&®ents
4.6 RESUIES....cuieiiiiie et reee e e e nree 75
4.6.1 An overviey of detected DCUIS.......cccvvviiiiiiiiiiiiieeciiiieeeeeeeeeeeee 75
4.6.2 Examples of the detected DCJs and TSJS.........cccccceiivcmmennnnnns 78
4.6.3 Does DC find jumps that follow events?............cccceeiiiivicccnnnnnnns 82
4.6.4 Did DC and TS find the same Jumps2........ccccvuviiiieiimeeiiiiiiinnns! 98
4.7 DISCUSSION. ....uutuutiiireiiiieieiesiaeereeeeeereeeteaaaaaeeaeaassmamtaeeeaaaaaeeeasasssasannnnnns 102
4.7.1 Jumps are found under DC............coeeiiiiiiiiceecccee e 102
4.7.2 Discussions: DCJs provide valuable information about jumps 102
4.7.3 Do DCJs follow scheduled events?..........cccccovvviiiieeeee e 104
4.7.4 Are DCJs associated with unscheduled events2.................... 105
4.7.5 The discussion of the detected DCJs and .TSJs................c..ce 106
4.8 CONCIUSIONL.....i et s s e e e e e e e e e e e ennas 107
Chapter 5. COJUMPS ...t ee e eeees e e e e e e eeeeeeeas 110
o0 A [ o1 (oo (3 Tox 1 o] o WP 111
5.2 The rgiew Of DC dat@........coooeeeiiiiiiiiiiiieeee e 113
5.3 The]| 4sequence and the combingd| sequence of two markets......... 114
5.4 The Partitionedr ) 3 oot 115
5.5 CAIUMPS IN DC.. .o errer e
5.5.1 Tte indicator for the detection gf = Lk
5.6 Retrospective STUdIES.........cooiiiiiiiiiiieeee e
5.6.1 DAta SELS.....ceuuiiiiiiiiiiii e ceeee et eaae
5.6.2 The processes of detecting DGWDPS..........cvevveeeviiiiiiiecceeeneenen,




oA 2 (T V1L T 123

5.7.1 The examples of identified DC-RONMPS.........cccoevviiiriiiiiiiiieenen, 123
5.7.2 A cGJUMP IS NOt & COMMON EVENL.......ccoveeiiiiiiiiiiiiice e 127
5.7.3 Introducing major economic events (MEES)...........ccccceeeeeeeenes 128
5.7.4 The impact of US MEES on DC-ONPS.......covviiiiiiieieeeeeeeeieeeennn. 130
5.7.5 The case studies of the relationship betwleemajor historical events
AN COJUIMPS. ..ttt ettt eeess e e e e et e e e e e e e e e e s ammr e e e e e e aaaeaeeaaaaaaaanas 138
5.7.6 Did DC and TS find the same-jomnps2..........oooveiiiiiiiiiinenneenns 142
5.7.7 The examples of the-gamps detected by both two methaods....145
5.8 DISCUSSION. ....ceiiiiiiiieiee et ne e e eeeeeennes 147
5.8.1 Can the DC method give precise information ejucaps in practice?
.......................................................................................................... 147
5.8.2 Discussion: the relationship betweefwuops and MEEs............ 147
5.8.3 Do historical events cause DGJOMPS2.....ccceeeeeeviiiiviviiriiieeeeene, 148
5.8.4 The relationship between DGjomps and TS cgumps............... 148
LIRS I o [ox (1] o s PP 149
Chapter 6. CONCIUSION........uuuiiiieie e ceeee e eeee e e e e e e e e nenaaaas 151
6.1 Summary of work completed............ccoooeiiiiiiiieeei e, 151
6.1.1 The DC measure of relative volatility (MRV.)...........ccevvviiiiiinne. 151
6.1.2 DC JUMPS (DCIS)-.eiiieiiiiiiiiaaeeeeee et 152
6.1.3 DC COUMPS. ..eeiiiuiiiiieiieeeeeee e et ieeeia e s e e e e e e e e e e e eeeeeeestannneeeaeeeeeeeannnn 153
6.2 Summary of contributionsS..............oooiiiiiiiiiee e 153
6.3 FULUIE WOIK....cooe oottt e 155
Appendix A. The mean of monthly 4 19 { 8 P4 L 157
Appendix B. Evaluating O =| 7in the sub-sequences under the threshold 0.1%568
Appendix C. About the 12 DC scaling 1aW.............oooiiiiiiiiieeee e 160
Appendix D. The  pslassociated to the unscheduleglents in Yen.............. 162
=] (] (= o =3 165



List of Tables

Table 3.1 The summary of the two approaches in the measurement of relative volatility.
For the classical method, the equations (838)0) provide thalefinitions for the
measure of the relative volatility in daily, weekly and monthly. The {@stng picked

24 hours tickby-tick data on weekdays from Monday 00:00:00.000 to Friday
22:00:00.000.......ccccturiite e e e ittt eee e e e e — e e e e e —— e e e e anne s nnnnres 38

Table 3.2 The results of the correlation coefficient. The funéidn®slthe correlation

test given the two sequences obtained by the approachgsvd/ | Y <and

04 19 4 { #HP| Bv In the first row, EU, GU, UJ, AU, UC, and GJ are the
abbreviation of EURUSD, GBPUSD, USDJPY, AUDUSD, USDCAD, and GBPJPY,
respetively. The last column indicates the average value of each row spanning the five
pairs of exchange rates under the parameter

below satisfy the significance level @< 0.05.............ooovviiiiiiiiiiiccceen 39

Table 3.3 The mean and median of thd 4 { 8 P. The operatod g®: g«

denotes the median of @ SEQUENCE.............uuuuiiiiiiceeeeee e eeee s 44
Table 3.4 The measure of instantaneous volatility in the periods of three.par#47

Table 3.5 The observations of relative volatility using the methods<ofrand v ™

Table 3.7 Specification of the batésting. The backesting utilises 24 hours of tiek
by-tick data during the weekdays from Monday 00:00:00.000 to Friday 22:00:00.000.

Table 3.8thhesépedbodcal i.ng..l.aw...tSde param
Table 4.1 Description of the raw datasets used in the experiment..................Z1

Table 4.2 Information regarding the selected economic events....................... 74



Table 4.3 (a) The statistical summary of detected DCIJRUSD GBPUSD and
USDJPYin the years from 2015 to 20IBhresholdd = 0.1%; s = 0.99................. 76

Table 4.3 (b) The statistical summary of detected DCEJRUSD GBPUSD and
USDJPYin the years from 2015 to 20IBhresholdd = 0.05%; s = 0.99............... 77

Table 4.3 (c) The statistical summary of detected DCEURUSD GBPUSD and
USDJPYin the years from 2015 to 20IBhresholdd = 0.075%; s = 0.99............. 77

Table 4.3 (d) The statistical summary of detected DCEJRUSD GBPUSD and
USDJPYin the years from 2015 to 201Bhresholdd = 0.125%; s = 0.99............. 77

Table 4.4(a) AAURUSDTSJ was detected within the 15 minute time interval after the

US Nonfarm Payrollsanouncement . The si.gni.f.i.cnce | eve

Table 4.4 (b)f'wo DCJs were determined within the same 15min interval. Threshold

Table 4.5 (aAA EURUSDTSJ was detected within the 15 minute interval after the EU

i nterest rate decision annou.n.c.eme.nso. The si

Table 4.5 (b) ve DCJs were determined within the same 15min interval. Threshold
Z0.190; S = 0.99. .. e e e er————— et e e e e e e e e e e e e e e ann——aaaan 80

Table 4.6 (a)A EURUSD TSJ was detected within the 15 minute interval. The
significance..l.ev.el. .. Uz0..0.1 i, 82

Table 4.6 (b) FouDCJs were determined within the same 15 minutes interval.
Thresholdd = 0.190; S = 0.99. .. e et e e e erree e e e eaaees 82

Table 4.7 (a) The detected rslassociated with the economic events. The esamed
r 4% were those identified within the 30 minutes after the economic data
announcementhresholdd = 0.1%; S = 0.99...........cccoeiiiiiiiiiiecn e 86

Table 4.7 (b) The detected pdlassociated with the economic events. The event
causedy psbwere those identified within the 30 minutdtemthe economic data
announcementhresholdd = 0.05%; S = 0.99...........cccooiiiiiiiiien e 87



Table 4.7 (c) The detectggl pslassociated with the economic events. The esamted
r 4% were those identified within the 30 minutes after the economic data
announcementhresholdd = 0.075%; S = 0.99...........c..cceoiiiiiiinniiinic 88

Table 4.7 (d) The detected pdlassociated with the economic events. The event
causedy rdlwere those identified within the 30 minutes after the economic data
announcementhresholdd = 0.125%; S 9.99............ccccooiiiiiiiimeeiici, 89

Table 4.8 (a) The summary of the MEE caused jumipsesholdd = 0.1%; s = 0.99.

Table 4.9 The summary of detect@dF%uring the Sterling flash event on 06/10/2016.
Thresholdd = 0.190; S = 0.99... ...t a e e e e e 97

Table 4.11 (a) The summary of tize |=sLLand TSJs detected over the five years from
2015 to 2019. DCJs: Threshald 0.1%; s = 0.99. TSJ$he significancé e v e | U=0.01.

Table 4.11 (b). The summary of tlje |=sLLand TSJs detected over the five years from
201510 2019. DCJs: Threshale 0.05%;s=0.99.TSJ6:he si gni fi cance | e\

Table 4.11 (c). The summary of the |=§J-and TSJs detected over the five years from
2015 to 2019. DCJs: Threshold d = 0.075 %;
U = 0 oot 101



Table 4.11 (d). The summary of tlje |=leand TSJs detected over the five years from
2015 to 2019. DCJs: Threshatfl= 0.125%; s = 0.99. TSJ3he significance level
U = 0 o0 et 101

Table 5.1 Description of the datasets used in the experiment. Note, EU, GU, UJ, CA
and AU are the abbreviation dEURUSD GBPUSD, USDJPY USDCAD and
AUDUSD, re€SPECHIVEIY......ccceeiiiieeeeeeeemme e e 120

Table 5.2 (a) The summary of the obtained DC trends and jumps/RUSDand
GBPUSD Note, N(*) is the counting function, s = 0.95...........ccovvviiiiiiiiccmnnnnn. 122

Table 5.2 (b) The summary of the obtained DC trends and jump&RIUSDand
USDJPY Note, N(*) is the counting function, s = 0.95..............cciiiiiiiicmennnnns 122

Table 5.2 (c) The summary of the obtained DC trends and jumpt&JRUSDand
USDCAD Note, N(*) is the counting function, s = 0.95............ccceeviiivvieeeneennn. 122

Table 5.2 (d) The summary of the obtained DC trends and jump&RIUSDand
AUDUSD Note, N(*) is the counting function, s Z9B............cccccceeeiiiieesceecrnnnnne 122

Table 5.3 The example of detected DCjuwmp betweerE URUSDand GBPUSDIn
the 4 4 subsequencer| = The parameters for detecting the DCjwmp:
thresholdP  0.1% andV¥  0.95........ooiiiii e 123

Table 5.4 The example of detected DGump betweenEURUSDandUSDJPYin the
1| 4subsequences %= LThe parameters for detecting the DGjamp: threshold
P 0.05% and¥  0.95. .. i 126

Table 5.5 (a) The summary of the DGjomps betweet URUSDandGBPUSD The
parameters of detecting DC-pamp: v 0.95.Periods: from 2015 to 2019.......128

Table 5.5 (b) The summary of the DGjomnps betweet URUSDandUSDJPY The
parameters of detecting DC-pamp: v 0.95.Periods: fron 2015 to 2019........ 128

Table 5.5 (c¢) The summary of the DGjomnps betweeEURUSDandUSDCAD The
parameters of detecting DC-gomp: v  0.95.Periods: from 2015 to 2019.......128



Table 5.5 (d) The summary of the DGjomps betweeEURUSDandAUDUSD The
parameters of detecting DC-pamp: v 0.95.Periods: fron 2015 to 2019........ 128

Table 5.6 Information regarding the selected major economic events.......... 130

Table 5.7 (a) The detected DC-gonps associated with the MEEs. The parameters of
detecting DC cqump: thresholdP 0.05% andv 0.95.Periods: 2015 to 2019.The
DC cojumps were those identified within the 30 miies after the economic data
announcement. Note, EU, GU, and UJ are the abbreviati&isRf)SDandGBPUSD

Table 5.7 (b) The statistical summary of table 5.7 Tajeshold® 0.05% andv
08 L TP ERRSPPPPPPRU 132

Table 5.8 (a) The detected DC-conps associated with the MEEs. The parameters of
detecting DC cqumps:threshold® 0.05% andv 0.95.Periods: 2015 to 2019.The
DC cojumps were those idafied within the 30 minutes after economic data
announcements. Note, EU, GU, UJ, CA, and AU are the abbreviatidbidR)SD
GBPUSD USDJPY USDCADaNAAUDUSD. ........cccvviieieiiiiiiiieeeeeee e 135

Table 5.8 (b) The detected DC-ponps associated with the MEEs. The parameters of
detecting DC cqumps: thresholdP 0.075% andv 0.95. Periods: 2015 to
2019.The DC cgumps were those identified within the 30 minutes after economic data
announcements. Note, EU, GU, UJ, CA, and AU are the abbreviatidbidRSD
GBPUSD USDJPY USDCADaNAAUDUSD. ........cccvviieeeieciiiiieeeeeee e 136

Table 5.8 (c) The detected DC-ponps associated with the MEEs. The parameters of
detecting DC cqumps:threshold® 0.1% andv 0.95.Periods: 2015 to 2®.The
DC cojumps were those identified within the 30 minutes after economic data
announcements. Note, EU, GU, UJ, CA, and AU are the abbreviatideidRESD
GBPUSD USDJPY USDCADaNdAUDUSD. .......coviiiiieeceee e 137

Table 5.8 (d) The detected DC-ponps associated with the MEEs. The parameters of
detecting DC cqumps: thresholdP 0.125% andv 0.95. Periods: 2015 to

2019.The DC cgumps were those identified within the 30 minutes after economic data



announcements. Note, EU, GU, UJ, CA, and AU are the abbreviatideldRESD
GBPUSD USDJPY USDCADANAAUDUSD. .. ..ot 138

Table 5.9 The summary of the detected DGurops betweeit URUSDandGBPUSD
in 2016. The parameters of detecting DGjump: threshol® 0.1% andv 0.95.
There were 86 DC eumps 0N 28 0f JUNE...........cccoeveeveiiieieeee e 140

Table 5.10 The summary of the detected D@ueops betweeEURUSDandGBPUSD
in 2020. The parameters of detecting DGuwop: threshold®® 0.05% andv 0.95.

Table 5.11 (a) The summary of the DGjumps and the TS epmps. The parameters
of detecting DC cqump: threshold® 0.05% andv 0.95. The parameters of

detecting TS cgump: the significance levél = ahd tBeltime interval = 15 min.
Note, EU, QJ, UJ, CA, and AU are the abbreviation&tfRUSD GBPUSDQ USDJPY
USDCADANUAUDUSD .....ccciiiiiiiiiitee e e eiieeesiiiee e e e e e e e e e s s smnesssssaeeeeeeennneees 144

Table 5.11 (b) The summary of the DGjomps and the TS eumps. The threshold
L O 10 41 TN 144

Table 5.11 (c) The summary ofetlidC cojumps and the TS epimps. The threshold
L O 01 L 144

Table 5.11 (d) The summary of the DGjomps and the TS eumps.The threshold
L T 2 SRR 144

Table 5.12 (a) A TS eump was identified within 15 minute interval. The significance
l evel U = 0. 01. EVRUSDandGBPUSDa.n.d....G.U.....a..046

Table 5.12 (b) A TS cgump was determined within the same 15 minute interval.
ThresholdP 0.05% and¥  0.99.......ccooiiiiiiiiiiieee e 146

Table 5.13 (a) A TS eump was identified within 15 minute interval. The significance
l evel U = 0.01. EURYSDandGEPUSDa.n.d.....G.U.....a.146

Table 5.13 (b) A TS cgump was determined within the same 15 minute interval.
ThresholdP 0.05% andV¥  0.99........cccoiiiiiiiiiee e 146



Table B1. the mean and median of thel 4 { 8 P . The operatod! g®: g«

denotes the median of @ SEQUENCE............uuuiiiiii i rreer s 159
Table C1. The summaries of 12 DC scaling laws from the literature............. 161

Table E1. The summary of detectgdrslduring the Yen flash event on 02/09/2019.
Threshold = 0.1% and s = 0.99...........cccciiiiiiiiiir 163



List of Figures

Figure 2.1 The price curve &URUSDon 3rd May 2016. An example of a DC
summary with a thresholdP) of 0.05%. The three vertical brown lines (determined by
DC extreme points) separate the price curve into an uptrend and a downtrend. Under
DC timescale, the time intervals indicate the gasiof DC trends........................ 11

Figure 2.2 An example of DC trends in EURUSD using a threshold of 0.05%. The chart

illustrates a series of BC trends formed by 4 EPS.........cooooiiiiiiiiiiiic e 13

Figure 3.1The DC sequences of market A and market B with the periogjs bf H| .
Under the three different lengths of the periods, the DCRV measurement shows

different conclusions in evaluating relative volatility between the two markets28

Figure 3.2 The same number of EPs from market A and market B in the same period
LS 29

Figure 3.3The decomposed periods of Figure 3.2. We assume that the EP.A13 is from

market A for both scenario 1 and SCeNAIiQ.2.......coueeeeei e, 30

Figure 3.4 (1) the three detines indicate the average values of the correlation under
the pairs of parameters oot and d; (2) t
line from the left chart, which indicate the aage correlation coefficients at

frequencies of daily, weekly and monthly sampling..............ccccovvvieeeni e 40

Figure 3.5The mean of monthip 4 44 { 8 P4 measures the monthly average
0 4 qunder the threshold of 0.05%. From 2012 to 2018, there were 84 data points. The
values of 1 d qare normalised DY .............crvriuiuriiiieneeeee e 42

Figure 3.6The sequence af § 14 4| 8 P over the periods from 16/06/2016 to
30/06/2016. We select the titdy-tick data oflGBPUSDandEURUSDto calculate the

O =| tof each sutsequence. Figure 3.6 plots 2200 -sainjuences observed under the
threshold of 0.05%. Note that theaxis refers to the index of the sabquences. Part
1(blue line): from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours); Part 2 (red line):
from 22:00 06/23/2016 to 22:00 06/24/2016 (24 hours); Part 3 (purple line): from 00:00
06/27/2016 to 24:00 30/06/2016 (96 NOUIS).....cceiiuvrreeiieeiiicemeiiieee e 43

he



Figure 3.7The daily instantaneous volatili@  pf GBPUSDand EURUSD On
17/06/2016 (Friday), the trading hours were terminated at 22:00 (UTC). On 23/2016,
we select the period from 00:00 to 22:00 (the period before the end of the voting). On
24/20%, the period was selected from 22:00 06/23/2016 to 22:00 06/24/2016 (the
PENOA Of PAIT 2).....uiiiiiiiiiiiiiiiiiiiee et enneee . 4O

Figure 3.8 The measure of relative volatility in the periods from 16/06/2016 to
30/06/2016; Part 1(blue line): from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours);
Part 2 (red line): from 22:00 06/23/2016 to 22:00 06/24/2016 (24 hours); Part 3 (purple
line): from @:00 06/27/2016 to 24:00 30/06/2016 (96 hou¢$).The sequence of

04 444 8 P betweenGBPUSDand EURUSD P = 0.05%; the saxis refers to

the index of the subequence; the-gixis refers to the value Gf=| 7 (2) The series of

r vEwW gy etweerGBPUSDandEURUSD ¥'I= 10 secondS)\& 10

minutes; the saxis refers to the timescale; theyis refers to the value ¢f v®...49

Figure 3.9D=| Tshows a more precise period of high relative volatility between
GBPUSD and EURUSD........cccciiiiiiiii et enme e e e e s 50

Figure 3.10The scaling law of the average period of a-sauence related to the size
of the DC threshold. On the horizontal axis, the thresholds are chosen from 0.005% to
0.104% with an incremental step of 0.001%. On the vertical axis, the uhitlofs

seconds. The estimated scaling law parameters are summarised in.table.8...54
Figure 4.1 A hypothetical examplethie data summary in DC.............cceeveeeeeee. 65

Figure 4.2 An example of DC trends in a market. The chart illustrates a series of 5 DC
trends formed Pthe 6 EPS..........uiiiiii e eeeee e 66

Figure 4.3 Features ofaq sequence: (1) Threshol, (2) Extreme Point |}(3) The
period of the DC trend)|; (4) The timeadjusted returni 4 (5) the absolute value of
| 4 44| 4 For each DC trend, we generatedhd e.g.4 4 4L tzP H .

At the bottom of this chart, we present a segment oﬂtﬁeequence ................... 67

Figure 4.4Given ¥ 95%, an upwardr g i deteatd in the DC trend from EP2 to
EP3, where thg ¢ 0.48828% andl ! + 8 . The blue depoints are
the exchange rates BlURUSD(tick data) from 14:57:13 to 15:00:59 in 03/03/2020.



The vertical axis is the exchange ratee€fRUSD The horkontal axis is the index of

the data sequence BJURUSDINn chronological order. The orange dumiints are the
e I S~ SOOI 70

Figure 4.5An example of the DCJ detection: (1) the window $lze 260 trading days;
(2) the window movement! = 1 day. In the ¥ window, we acquire the of the
historical ECD of the TR sequence, then detect the DCJ on Day.261............. 72

Figure 4.6The period and the size of the TSJ #mel DCJs. The horizontal axis is the

timestamp in seconds. The vertical axis is the jump size.(%).........ccccevvvvrrvrenn 79

Figure 4.7The period and #asize of the TSJ and the five DCJs. The horizontal axis is
the timestamp in seconds. The vertical axis is the jump size.(%0).................... 81

Figure 4.8The period and the size of the TSJ and the four DCJs. The horizontal axis is

the timestamp in seconds. The vertical axis is the jump size.(%).................... 82

Figure 4.9 The exchange rate@BPUSDon 06/10/2016 (UTC). The vertical axis is
the exchange rate. The horizontal axis is the time in UTC. Source: tickstory.com;

DUKASCOPY BaANK.........ccooiiiiiiieeeee e e e e anee 96

Figure 5.1The example the tW# =|sequences of market A and market B. The

Fa4d r F 8 the terminal time of the DC trendi.e., ;44 1 Fi [ |[8«for detils

aboutF 4 1 F See equation (2.6) in SECHON 2.3)......ccriruriieririimeareceeeeeans 117

Figure 5.2The identified DC cgump in the [ 4y son 20/09/2017. Theeriod of
thed| {subsequence is about 10 seconds from 18:00:04.300 to 18:0001F 8 jump
sizes (the TMV) of EURUSD_ Jump and GBPUSD_Jump are 4.04 and 5.84,
(=TS 0T o 1A= PP 125

Figure 5.3The identified DC cgump in thes [ 4%1—- lon05/02/2016. Theeriod of the
1| 4subsequence is about 30 seconds from 13:30:59.700 to 13:31:30.100. The jump
sizes of EURUSD_Jump and USDJPY_Jump-&r26 and 6.24, respectively....127

Figure 5.4The daily number of DC ecfumps betweeEURUSDandGBPUSDin 2016.
We observed 141 DC gamps in 2016 Parameter® = 0.1% andv= 95%........ 140



Figure 5.5The daily number of DC efumps betweeEURUSDandGBPUSDin 2020.
There were 93 DC eumps identified in total. Parametef3= 0.05% andv= 95%.

Figure A1.The mean of monthly 4 44 { 8 P measures the monthly average
0 4 qunder the threshold of 0.1%. From 2022018, there are 84 data points. The
values of7 4 qare NormaliSed Y. ..........c.ceviievriieriinenceeessie e 157

Figure B1.The sequence afi 14 4 8 b in the periods from 16/06/2016 to
30/06/2016. Figure B1 plots 718 sabquences observed under the threshold of 0.1%.
Part 1(blue line): from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours); Part 2 (red
line): from 22:00 06/23/2016 t®?200 06/24/2016 (24 hours); Part 3 (purple line): from
00:00 06/27/2016 to 24:00 30/06/2016 (96 NOULS)....eevveeeeiiiiiiiiiceeeeee e 158



Chapter 1. Introduction

1.1Background

The research subject of this thesis isdbeelopment ofelative volatility and cgump
measuregelaing two markets under the DC framewoM/e shall introduce the
definition of the relative volatility, jumps, drcojumps,and then proceeid study the

behavior of the price changes through the empirical anediiatan approaciof DC.

The concept of Adirectional c¢ha&tmadl®yy), ( DC)
where they presented an algorithm to sample the DC market data. DC is an alternative
way to record the price movements compared with data sampling afided time
intervalasin time series (TS)details of DC will be introduced in ChapterlIg.TS,
transactions areampledundera regular time interval. In contrast, DC samples the
transactions based on the significant price changes, so the time stamp of the DC data is
passively determined by the price changes. This pskads to the greater emphasis,

in the data collected,fdime periods where there are more significant eyemitsch

allows more potential analysis of these regions that would otherwise have to be actively
studied through more extensive sampling in a traditional TS setting. One disadvantage
of DC, consideringhe irregular time interval, is that TS data allows easy and direct
reaktime comparative analysis, e.g. observers can directly compare the returns of two
markets at every-fninute interval. Because the DC data sequence is not sampled at a

regular timesca, there is no direct way to implement this type of analysis with DC
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data, i.e., it is not suitablgithout processindpr reattime directcomparative analysis,

especially in higHrequency data

Under theDC comparative analysishis research focusem relating two markets in
their volatility and cgumps.In DC, researchers worked on measuring the volatility of
the price movement in a single markésdéng et al.(2017). In Chapter 3, w work on

a new path to measure thelatilities in two relatedmarkets (we named relative
volatility) through a datariven approachThis study aims to develop an indicator to

measure theelative volatility, which could beuseful inreattime analysis.

In financial markets, jumps are events usuadijated tounexpected information; for
example, surprising economic data or a major historical event (e.g., CGO8jIBay

lead to uncommon trading behaviors from the traders; and tfasleg transactions

may cause price jumps. In time series, researchers consider jumps based on the asset
pricing model; a jump is a different source of risk compared to the risk of continuous
volatility (Lee and Mykland (2008)such that the jump is iderfied through the
modulebased method (details see section 2.3.1). In DC, tisemmn absence of
published references focusing on jumps. This research aims to establish the definition
of aDC jump, whichis then used tomplement the backesting of deteatg jumps in

DC; we will present the details of the DC jumps in Chapter 4.

Compared tgast decades, along with more unexpected incidents (such as financial

crises, natural disastser geopolitical uncertainty, etc.), financial markets are more

! High-frequency data has beenioferest since the late 1980s when the ability to collect data with the
aid of new and improved technology arose (Dacorogna et al. (2001)).
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fragile than before; the events of flash crashes across multiple assets baveinore
frequent, and thigs a concernof researchers and related institutibrighe risk of ce

jumps has been emphasized by the researchers in the TS arizdysidofffNielsen

and Shephard (2006), Jacod and Todorov (2009), and Bollerslev et al. (2008)); for
instance, observers have been focusing on identifyigraps and measurinteir

risks to the markets (for details see Section 2.3). Based on the wbB& umps, we
propose a definition of emumps in DC (named DC epmps) related to two markets

and develop m@ indicator to detect cgumps. This allows us to investigate the
relationship betweegertainhistorical events and the presence of DGuwuops (or

detailssee Chapter 5).

1.2 Research motivations and objectives

The focus of this research is the analysis of the relationship between two markets. This
research is conducted unddse directional change (DC) framework (Tsaet) al.
(2017)); specifically, in terms of the relative volatility andjomp characteristics (as
introduced in Section 1.1). The motivation and ambitions arising from the usage and

resulting extension of the DC freework include:

1. When performingcomparative analysis, the classical time series method examines
the volatility in tworelatedmarkets by comparing the volatility of returnstbé two
markets during a prdetermined time interval. As previously discedsin DC,
researchers have focused on the measure of volatility in a single nhartkes. thesis

we want to propose an approach to measure the volatilities irefatedmarketssuch

2 For examplethe Reserve Bank of Australia studied the flash crash (appreciation) of the Japanese Yen
against seval currencies (including the Australian dollar);
https://lwww.rba.gov.au/publications/smp/2019/feb/betherecentjapaneseyenflash-event.htmi
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that the approach is bettauitedto be appliedo high-frequency dea orto the market
micro-structure in this research, the miciructure indicates the tick datdich the
timescale is under the millisecond&ould the approach allow better examination of
the market micrestructure during periods of extreme fluctuafdn Chapter 3, we will
present the DC approach of measuring relative volatility and discuss its benefits through

historical studies.

2. Inthefinancial markets, a jump is an event which is usually caused by unexpected
information. Past empirical studidiave proved that jumps have substantial impact on
risk management and asset pricihgu(et al. (2003) and Johannes (2004 time

series analysis (TS), the jump is a different source of risk in addition to the risk of
continuous volatility in the asset pricing model (details about jumps in TS will be
introduced in Section 2.3). In DC, there is no research in the field okjuhimerefore,

this thesis aims to define jumps under DC; based on this, we detect jumps through a
datadriven approach. This leads us to pose the questibow the presence of TS and

DC jumps are related? We then investigate this question in the famoofparison of

the detected jumps from both approaches in Forex data. Fundamentally, detecting
jumps in TS is different from detecting jumps in DC; in TS a jump is identified by a

modetbased method, while in DC, we detect jumps through adtatan appoach.

3. The identification of cgumps has been a topic of interest odecadesResearchers
emphasised that some macroeconomic news has a major impact on joint jumps
spanning different assets. In portfolio risk management, it is important to acguratel
understand the resulting tail puamps and hedge against them. In TS;jwap

identification has been widely studied. Dungey and Hvozdyk (2012) introdueed co



jumps as the occurrence of contemporaneous discontinuities in two price series,
although theresi no formal test procedure for the exact timing of identifying tHam.

this thesis, we considéiow to defineDC co-jumps andthendevelop an indicator to

identify them Based on this, we study whether jumps between two markets happen
togetherls there a relationship between certain historical events and Pz 2AWVe

will give the details about the study of DC-gomps in Chapter rundamentally, the

concept oto-jumps in DC is different to the concept in TS. Under the DC framework,
consikri ng two mar ket s §umpistheceeentsuelgthaearjumpia , t he
one market is followed by a jump in another marRefiormal definition oftheDC co

jumpand how it may beetecteds given in Chapter 5.

1.3 Thesis structure

The thesis structure is based on the objectives discussed in the previous section. It
begins with an overview of the data analysis between time series and DC in Chapter 2,
describing the previous studies researchers have ddinancial market data analysis.

It then explains the concept of DC, jumps andjwups. Chapter 3 introducethe
methodology ofx 'Y dwith the application of measuring'Y dvetweenGBPUSDand
EURUSDduring the Brexit referendum evefthapter 4ntroduce the definition of DC

jump; we will show a comparative analysis of the detected DC jumps and TS jumps
and discuss the relationship between the historical events and DC fGhger 5
introduce theapproachof detecting DC cgumps we will studywhich historical events

have more influence in causiByC co-jumps In Chapter 6, we give a conclusion.



Chapter 2. Literature survey

This chaptewill introduce the researdtiteratureconcerningirectionalChange (DC).
Some past works about DC volatilityill be discussedwhich is our fundamentdbr
establishinddC micromarket relative volatilityd "Y c We first give ashortoverview
of the early research in forex markets in time series andlysitow frequency data)
and therreviewthe studies in higffrequence datander the analysis afS and DC.
We thenintroducethe concept of DC anthe mechanisnof DC data samplingWe
shall give an overview about the DC volatiliheasuremerior asingleprice sequence
After that we will introduce the background of jumps am@jumps in the financial

markets.

2.1 Early research in forex markets in lowfrequency data

With the breakdown of the Bretton Woods system in 1971, researchers were attracted
to the study of floating exchange rates using time series data (weekly and monthly),
especially in the statistical analysis of the FX price changes. Booth&lkassman
(1987) stressed that the distribution of the exchange rate changes is essential for
examining the uncertainty of the price movements (referred to as volatility). Early
studies focused on finding a proper distribution to summarise the exchengleanages

in low-frequency data (i.e., weekly and daily). Westerfield (1977) indicated that the
exchange rate changes were Paretian Stabbgalski and Vinson (1978) used the same
data as Westerfield, and they suggested that the floating exchange/eegelsetter

described by the Student distribution. McFarland et al. (1982) examined the logarithmic

3 Paretian stable refets the facthat the exchange rates changes foltbastable distributior{fFama
1963)



daily exchange rates and concluded that the logarithmic daily exchange rates followed
a stable Paretian distribution (also called a stable distributimgth® and Glassman
(1987) proved that the exchange rate changes were not following a normal distribution
and noted that the data was sharp leptokurtic and motailled than the normal
distribution. Glassman (1987) compared the-ds# spreads with theolatility and

concluded that the size of the spread is related to the exchange rate volatility.

2.2 Overview of the data analysis between time series (TS) and DC

Since the late 1980Bigh-frequency data has been of intergbtn the ability to collect

data with the aid of new and improved technology ar@sed@rogna et al(2001)).
Nowadays, the advanced technology of big data collection and storage gives more
opportunity for comprehesive analysis of financial data especially in hfggguency

data. Frankel and Rose (1995) noted that while the theoretical coherence of the
structural models at the time was attractive, their forecasting ability in practice was
limited. Taylor (1995) corluded that further attempts to provide explanations of short
term exchange rate movements based solely on macroeconomic fundamentals may not
prove successful which might account for the shift towards more purely financial
models of exchange rate movemaeatsl heightened interest in market microstructure.
Flood and Taylor (1996) demonstrated that macroeconomic models were not
satisfactory in their goal of exchange rate determinaBeginning from 1990s, once

the shortcomings of the macro approach becaraar qFrankel and Ros€1995;

Taylor, (1999; Flood and Taylof1996) researchers have been more focused on the
analysis of the behaviour of price movement through a nview; for instance Lyons
(2001) who examined a lot of the assumptions made ipasiefrom the perspective of

the market microstructurdhe microstructure approach examines the behaviour and



interactions of individual agents in the markietr instance Lyons (199&nalysed
microstructure data to determine how the informational cootfemades was related to
trading intensity, quote intensity and trading behavidine market participants have

also become interested in hiflequency trading which has led to the development of
many computational tools to assist in this sphere; big data being an important one (Wu
et al.(2013; Han and Li,(2018). The U.S. Securi¢is Exchange Act Release No- 34
61358, 75 FR 3594, 3606 (January 21, 26m0jed that estimates bfgh-frequency

trading HFT) typically exceed 50% of total volume in U:&ted equities and
concluded that HFT is a dominant component of the currentansirkicture and likely

to affect all aspects of its performance. Observers can easily access the datasets in
different time frames, e.g., the timescabé weekly, daily, and minutelgampling In

the past decade, t he f iltransactiona)lhavaerbeaorkecat s 6
popular research project as analysts and traders endeavour to discover any valuable
information to capture and interpret more mibehaviour. Hence, it is essential to have

the ability to correctly understand and interpretrket data. The classical method
studies the price movements based on a time series. A time series is a series of data
points sampled regularly in time order. One shoulddatermine the size of the time
interval (e.g., 30 minutes), and then record tha gaint at the end of each time interval.

TS data is also used in technical anal{Bisng (2014): people have developed many

tools to study the price movements like Relative Strength Index (RSI) (\W1&@&19),
Bollinger Bands (Bollingeri2001)), Moving Average Convergence Divergence (Appel,
(1985) and Stochastic Momentum Index (Blgd993). However, as discussed in
section 1.1, TS may not adequately summarise some situations when the markets have

the significant volatility for short period3his drove researchers to establish a new

4 For details see the linkttps://www.sec.gov/rules/concept/2010/4358fr.pdf
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mechanism to record the market transactions. DC is a data driven approach for studying
the price movements. It allows us to study the financial markets on-beddimescale,

which means DC lets the data dictateen to sample the data points. In other words,

the timescale is passively defined by the significant price changes. Hence, DC data can
give precise insights when monitoring the significant price movements especially in
high-frequency data. Comparing wiifs dataChen andr'sang (202) discussed how

DC data is more suitable for tracking the market in order to detect important signals.

The concept of DC was first introduced by Guillaume et al in 1997 when they proposed
a DC approach to examine the trefiotlowing behaviour of the price changes. In fact,

the technique of DC data sampling had been used to plot a Zig Zag pattern on the
technical chart§klarew(1980). The Zig Zag pattern is a useful technical chart pattern
which is used to identify the priteends.Tsang (2010) formally defined the concept of
directional change: the price movements are defined by a series of DC uptrends and
downtrends (the formal DC definition will be introduced in Section 2). Glattfelder et al.
(2011) illustrated the statisal discovery of 12 scale laws based BE in high
frequency FX data. Tsarg al.(2015) defined the reversal points as extreme points,
which are confirmed when the cumulative price changes reach a threshold. The
threshold defines the size of what is termed to be a significant price cliaagget
al.(2017)present set of DC indiators capturing market informatig@hronologically,

DC records the extreme points, and this is then converted into a DC sedUeaice
previous studies in the DC method mainly focus on analysing single price sequences of
one major market, which includesréezasting the price trend reversals, trading
algorithm design, stock index trading strategies, using the DC scaling laws to build

trading models, DC ageiiased models, measuring regime changes under the DC



approach, and technical pattethle a d a red s S HPaectgdtionn(Bakhach
et al. (2016)Bakhach et al. (2018%lolub et al. (2017)Ma et al. (2017), Dupuis and

Olsen (2012), Petrov et al. (2018), Tsang and Chen (2018), Li and Tsang (2017)).

2.3 Directional Change

Directional change (DCjs a datadriven process of data samplifigpm financial
markets. DC data is recorded as a series of alternate upward and downward trends. For
any trend, the reversal point is confirmed when the price has changed beyond a
threshold (a preletermined price distance terms of a percentage) from theast
highest/lowest price of the current trend (for details see Appendix A in&tidrsang

(2021)). The process of DC data sampliisgbase on the DC algorithm in equation

(2.1) and(2.2) below (Tsanget al.(2017)). In time series analysis, the marketalis
collectedona predetermined timescale. However, the mechanism of DC data sampling
uses the significant price changsschthat the market data is recorded when the price
change has reached a certain threshold from the last peak/trough of thieniaetice,

the analyst determines the threshold as a percentage. Hence, price changes are recorded
asa series of alterna uptrends and downtrends, and the timestamp of each DC data
pointis determined dynamicallyn an uptrend, a peak is determined as a DC extreme
point (EP) when the current priée is lower than the last high price by a fixed

threshold (in percentagd)

O U p —. (2.1)

In contrast, a downtrend is terminated by a DC extrerirg pden the current price

is higher than the last low price by a fixed threshold:
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0o 0 p —, (2.2)

where the size of the threshelds given by the analyst. We define the current pbice

as the DC confirmation point when theCDextreme point is determined. Figure 3.1
below is an example of a DC summary of the exchange r&tgRUSDinto a sequence

of extreme points. According to Tsang et al. (2017), a DC downtrend (uptrend)
decomposes into two paitsa DC event and an oversitievent. The DC timescale, in
Figure 3.1, illustrates a dynamic timescale such that the end of the current interval is
determined when the price change has reached a threshold from the last highest or
lowest price. Under the process of DC data samplorgexample, the last high price

is kept updated when there is a higher high price until we determine a DC extreme point
based on equation (2.1); in Figutd, the last high price is the extreme point when the

EP1 is confirmed.

1154

11535 F

1153 |

11525 f

EP 1, the last high price

Exchange rate

1152 F
Extreme Point
* DC Confirmation Point

Raw data

=> Directional Change Event

=>» Overshoot Event

11515 ¢

1151 f

11508 f

115
10:33 10:48 1102 11:16 11:31 11:45 12:00 12:14 12:28 12:43

DC timescale

10:49 11:06 un

Figure 2.1 The price curve oEURUSDonNn 3rd May 2016. An example of a DC

summary with a thresholdP] of 0.05%. The three vertical brown lines (determined by
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DC extreme points) separate the price curve into an uptrend andrdreind. Under

DC timescale, the time intervals indicate the periods of DC trends.

A DC extreme point is a couple which contains a timestani with a priceO @&):

o0 omHom . (2.3)

A DC sequencéY is a finite sequence which comprises the extreme points of the

market A ordered b{D (B

Y  O0ROOM o088 FOD (2.4)

whereO 0 is a DC extreme pointis the thresholdand A is the market identify (e.g.,

market A)

Figure 22 plots a series o8 DC trends formed by thé contiguousO (s from a DC
sequence. As we see in figur@,2he DC trends are plotted like a zigzag pattern such

that the directions of the adjacent DC tterare changing alternately.
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Figure 2.2 An example of DC trends iEURUSD using a threshold of 0.05%he

chart illustrates a series 8DC trends formed by EPs.

Tsang et al. (2017) introduced the total price moveniéfii foto measure the price

distance between the extreme points that begin and end a DC trend.

The"YD drom extreme poin©0 to the next extreme poii@ 0, denoted byTMV,,
is defined by the increa$e proportional termrom'O0 8jto 'O 08) normalized by

the threshold:

Yoo —— 2 (2.5)

whereO 08 is the price of thé Dat the end of th&® DC trend, and—is the threshold

defined by the analyst.

We can obtain the periodf theQ DC trend, denoted by, asthe time interval

betweerO 08 andO 0 &

The timeadjusted return of DC (we call tHi¥"Yor short) is the ratio of theYD aio Y.

Tsang et al. (2017) suggested thé¥s a new way to evaluate the return of the DC
trend when one considers the time taken for a DC trend. In the comparative analysis,
“Y'¥s an indicator to measure the speed of forming the DC trend when two D€ trend

have equal values in théiYD &
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The timeadjusted return of the DC trent/{Y measureshe actual percentage of price
change per time uniFor example, the timadjusted return of th€® DC trend, denoted

by'Y , is calculated by:

y L8 8s =& f (2.6)

where—is the threshold defined by the analy3tis the period between tf@ 08 and

00 8 ie"Y=008 00 &.

Throughout thishesis we use¥ sto denotehe absolute value. We set the terminal time

of the'Y by O"(YY 'O U8, This will be important for ordering tH&"¥ of two

markets to produce a combin&d¥sequence of the two markets (we will introduce this

in Chapter .

DC measures the volatility of a single market based on the frequency of the observed
EPs over a period (Guillaume et al. (1997)). Tsang (2017) discussed how the DC
approach could measure market volatility. Given a period, @¢he more DC trends
observedtheindication is themore volatile the market. As explained in Figdrg a

DC trend is defined by connecting two adjacent EPs. Hence, the number of DC trends
are quantified by the number of observed extreme points Over the period, the

higher value ofy indicates higher volatilityThe idea of DC instantaneous volatility
proposed by Petrov et al. (2019) that the equatiai) iRdeveloped based on the theory

of Brownian motion for the price returns. Spekoally, Petrov et al. (2019) discussed

that the progresses of the directional change intrinsic time has similar properties to the

14



random walk; based on equatidh7), the volatility can be estimated for a trendless

time series by counting the number gkdtional changes within the time interval

” 5 2.7)

wherel is the number of extreme points from a market over the pératd—is

the threshold which is wutilised to obtain

2.4 Jump and co-jump

A jump is a different source of riskompared tahe risk of continuous volatility.
Empirical studies proved that jumps haaesubstantial impact on risk management,
option pricing and hedging strategy (Liu et @003 and Johanne&004). In the
financial markets, jumps are the market reacttonsexpected information or events
(Lahaye et al. (201)) The initial issue of studgg jump risk was identifying jump
events and analysing the datdjump®® b e h.dn\vhie asset pricing modejump

is considered as a discontinuous componientime seriesa number ofresearchies
have workeddn jump detectiorfBarndorftNielsen and Shephard (2004), Huang and
Tauchen (2005)Andersen et al. (200,7/Andersen et al.201]), Lee and Mykland
(2008), and ArSahalia and Jacod (2009BarndorftNielsen and Shephard (2004 st
proposé the technique to locate jumps adaily frequencyLee and Mykland (2008)

built a statistical method tetect intraday jumps.

2.4.1 Jump identification in time series

In time series, the idea of detecting TS jumps based on the asset pricing model (Nielsen

and Shephard (2004) and Lee and Mykland, (20@8Ymp (TSJ) is a different source

15



of risk compared to the risk of continuous volatility in the asset pricing mivdéie
practice, following the works of Nielsen and Shephard (2004), a jump is a component
of the realized variance (see equation P;1Lee and Mykland2008) proposed an

approach to detecting jump (see equation5)2.1

In theasset return process modiecontinuous timéog-price processn , evolves as

follows:

¢
p=|
o‘
_<

a AQO , (2.8)

where“Yis the total number of days in the sample,s the drift rate, Is the

instantaneous volatility ari@v is Brownian motionThe solution to guation(2.8) is

generally called andtprocess. Ag is a stochastic volatility process with a sanp

path that is right continuous, it is unable to capture the discanspump eventWhen

we wish to include the jumphenomenaye expand equatior2 Q) as follows:

o AQO , T oo Y (2.9)

wherer] is the counting process, afdis the jump size whef]  p.

The discretdime returns are

in 0, o0 phckB (2.10)
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where the unit time i nt erAssaniethatshereiageu al | vy
p observations per day of highequency datathenthe continuously compoundéd

intra-daily returns for day are denoted by

in NF Ns ., O pRMHAY (2.11)

wheren i is the’Gh intraday logprice on day 0 and“Ygives total number of days

sampled

Thedaily realized variance is defined by:

Yo B i o0 pRkBRY (2.12)

¢

where’Qs the intraday intervalAs emphasized barndorféNielsen and Shephard
(2004), the realized variances decomposednto two componentswith increasing

sample frequencfthesize of thantraday time intervalending to zerp 0 © Hu:

YOO o, Qi B Oh 0 pltBRY (2.13)

where the first term is the integrated variance for the continuous component, and the

second term is the jump component.

BarndorftNielsen and Shephard (2004) introduced the bipower variation to estimate

the instantaneous volatility as:

17
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6wk A — B iiif h o0 pltB RY (2.14)

whereA ¢T* andD is the total number of intervals per d&g 0 © Hb, we have:

6w _ , Qi o pltB RY (2.15)

According to Lee and Mykland (2008 jump is detected by the ratio:

0 0 27 , 0 plMAY (2.16)

Lee and Mykland (2008) infer the presence of jumps from the distribution of the
statisticbébs maxi mum oV e hypdthesof mogumpihtee si z e.
dayoand the time intervathe sample maximum of the absolute value of a standard

normal converges to a Gumbel distribution. We reject thehybthesisof no jump

if:

voagn O p | Y O, (2.17)
where’O p | isthep | quantile function of the standard Gumbel distribution,
0 qa £¢Q8 ——andY ————, & being the total number of

observations (i.e.p  "Y). According to Lee and Mland (2008), given the

significance level of p b, the threshold fo—" st ?, withf*
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a€ "¢ fMBow 1 T BPhus, if — " & 1 17 pve reject the null

hypothesif no jumpand establish the presence ofimp.

24.2 cojumps

BarndorftNielsen and Shephard (2006), Jacod and Todorov (2009), and Bollerslev et
al. (2008) define cgumps using multivariate tests whereas Lahetyal (2011) define
cojumps in a natural way using a univariate test withjurops as simultaneous
significant jumps to permit straightforward estimates ofwops. There have even
been alternative definitions of gomps using wavelets (Barunik and Vag 2018)A
cojump is defined by Lahaye et al (201ih) that they detect jumps happening
simultaneously in two marketsy using the product of the indicator functions of the
jumps in the individual marketthe cejump indicator function on a set of nkats0 Qo

at a period, Q

E0006aN B 006 A (2.18)

where® is the indicator function for a positive argument and &:frefers to
significant jumps detected at period(bn marketx in the seth ‘QoFor example,
gi ven t wo mg wHemumpsdare dietdrnanedeftom both two markets at
periodd, Q6 U U 0 @ 1) p; however, if there is a jump idéfied from one of two
markets or there are no jumps at pedp@thend 0 0 6 @ | T Lahaye et al (2011)

detected cqumps betweerEURUSD and GBPUSD and betweerEURUSD and
JPYUSD the propotiorof the determined TS gamps over the total observations are

less than 1%.
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Once adequate definitions of-pamps were found, applications and implications of
these definitions were sought. Barunik and Vacha (2018) investigated hmpmps
significantly influence correlations in currency markets. It was also found that the
market conditions preceding jumps andjamps are associated with higher quote
volume, greater illiquidity, greater jurrgigned order flow (Puotti, (2018). The
association of trational time series cfumps (defined as a jump of both assets within
the same time interval) with macroeconomic news announcements was studied by
Chatrath et al (2014). They conducted guwap regression analysis and concluded that
positive surprises (dérence between the actual value and the consensus value
normalized by standard deviation) in U.S. macroeconomic announcements increases
the probability of observingojumps with anegativgump of the foreign currency (Euro,
Sterling, Japanese Yen). Indiibn, it was found that a negative surprise in a U.S.
announcement increases the probabilitg@fumps with apositivejump exhibited by

the foreign currencylLahaye et al (2011discussed the link between macroeconomic
news and cgumps fromthe back testing restuls based am probit model they
concluded that there was a strong relation between news surprisesjamgps@lIso,
through aregression analysisDungey and Hvozdyk (2012pbserved that the
probability of cejumps presenting increased with the scheduled macroeconomic news.
Bibinger and Winkelmann (2@) analysedon ccejumps in futures on German
government bondwith short and long maturifythey concludedthat the interestate
decision has a marjor impart on-gonps presentingCaporinet al. (2017) exaimeithe
relation between stocks -gomps and news; they found thatjoonps associated with

bad newsdncreased the stock variances and the correlations, and the stock prices are
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more likely todrop. In contrast, the goods rise the stock variances and tlie¢gations,

and the stockrices are likely to increase.
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Chapter 3. Relative Volatility

This chapteintroduces a new approach in measuring relative volatility between two
markets based on the directional change (2&@hework DC isa datadriven approach

for sampling financial market data such that the data is recorded when the price changes
have reached a significant amplitude rather than recordingodadapredetermined
timescaleBeing able to measure relative volatility betwéen different assets hedp
analystdo monitor the relative strength of the volatility between two marketd this
could be an additional todd better inform theole of risk managementn DC, the
majaity of the publishedeferenced$ocus on the study of volatility measuarentof a
single market Guillaume et al. (1997), Tsang (2017), and Petrov et al. (20a0)
instance In measung relative volatility of two marketsdue tothe varying timescale

of the DC datathere is no direct way to measure the volatility of two markets
simultaneouslyEspeciallyin the study othe highfrequency datagpbservers have to
consider thegre-determinedperiodto be usedn order to cokct the DC data of two
marketsto enable theneasurment ofthe relative volatility.As discussed in Section
1.1, it is suspected that it would lpzeferable to let the data dictate the time interval
based on the Dbehavi our o fHerceiretermnsiwbthemar ket s
contribution of this chaptewe proposehe new concept of DC micrmarket relative
volatility (& 'Y doto evaluate relative volatility between two markets. Unlike the time
series methody 'Y adynamicallyredefines the timescales®d on the frequency of the
observed DC data between the two mark&sswe shall show througthe results of
ourstudieqdiscusgonin Section 3.5.3)jt is useful for measuring the relative volatility

in micro-market activities (higtirequency databaoth in terms of providing more data
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during times of significant events and enabling the precise localisation of the

measurement of volatility

The remainder of this chapter is organised as follows. Section 3.2 introduces the
concept of Directional Changmnd the volatility measurement in the B@mework
Section 3.3 presents the measure of DC relative volatsityga predetermined period.
Section 3.4 introduces the concept of DC micrarket relative volatility mR\andits
measurement method. Section 3.5.1 contrasts the classical method (time series
approach) with the DC method from the perspective of measuriagveslolatility.
Section 3.5.2 illustrates the batdsting of measuring relative volatility between
EURUSD and GBPUSD over seven years from 2012 to 2018. Particularly, mRV
detected that Sterling was extremely volatile in comparison to the Euro in tkeofvee

the Brexit referendum. Inter alia, MRV detected tBBPUSDwas extremely volatile
compared t&aURUSDafter the voting time of the Brexit referendum. In Section 3.5.3,
we discuss the benefits of measuring mRV compapethe classical method. In
additon, Section 3.5.4 proposes a scaliagy to evaluate the relationship between the
average period of sufequence and threshaldosen by the analysin Section 3.6, we

give our conclusiors.

3.1 Introduction

Evaluating volatilities between different &incial instruments is a primary idea in the
application of risk management and trading strategy. The classical approach of
measuring relative volatility is through comparing the variance of the price return on
the regular timescale. It is capable of evahg relative volatility if the objective

dataset could better coincide with a period of relatively high homogeneity (like daily or
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weekly time interval). However, in higihequency data, the general approach might

not present an accurate result for eviahgarelative volatility, and there are two main

reasons: (1) on the pdetermined timescale it is hard to summarise the real behaviour
interms of micremar ket acti vity because, for instan
transactions are not equaht he r egul ar ti mescal e. (2) t h
sudden event might not be synchronously recorded in the prices, in other words, there

might be a time delay between tlesponse ofarkets. For instance, in measuring the
consistency of the eumps ketween two markets, one price jump of market A may be

followed by a price jump from market B with a short time delay. Under the DC
framework, we propose a new concept of DC mimarket relative volatility (mRV)

in evaluating relative volatility. In mRV, easuring relative volatility does not require

a predefined timescale since the mRV approach determines the timescale based on a
datadriven process. Specifically, we build the DC relative sequence, which combines

the DC sequences of two markets into glgisequence. In a DC relative sequence, the

timescale is passively defined by the observation of the DC data.

As introduced in Section 2.1hé methodology of measuring relative volatility is
different between the TS method and the DC metfibds, there are some questions
as follows. couldthe DC approch show similar resulisthe TS method in measuring
relative volatility? How can observers benefit from using nd®vhparedvith the TS
method?n addition, to measure mRV, we build the DC relative sequence to combine
the DC sequences of two markets into a single sequ@&acewe ind a new scaling

law between theanagnitude of thehreshold and the timescale of the DC relative

sequence? In other wordsincwe estimatéhe timescale of the DC relative sequence
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(in terms of araverage valugjiven a certain threshold? We will answeege questions

in the following sections.

3.2 Directional Changes

Directional change (DC) is a new framework in the data sampling of the financial
market transactions for the analysis of the market behaviours. The process of DC data
samplingis base&l on the DC algorithm in equatiof2.1) and(2.2) below (Guillaumeet

al. (1997) and Tsangt al.(2015)). In time series analysis, the market data is collected
under a praletermined timescale. However, the mechanism of DC data sampling
considers the significant price changeshthat the market data is recorded when the

price change has reachedeatain threshold from the last peak/trough of the price. In
practice, the analyst determines the threshold as a percentage. Hence, price changes are
recordedasa series of alternate uptrends and downtrends, and the timestamp of each

DC datapointis detemined dynamically.

3.2.1 DC volatility

DC measures the volatility of a single market based on the frequency of the observed
EPs over a period (Guillaume et al. (1997)). Tsang (2017) discussed how the DC
approach could measure market volatility. Giveneaqa of T, the more DC trends
observed; this provides an indication of greatarketvolatility. As explained in Figure

2.1 (in Section 2.3)a DC trend is defined by connecting two adjacent EPs. Hence, the
number of DC trends are quantified by the number of observed extreme (points
Over the period, ahigher value ofy indicates higher volatilityPetrov et al. (2019)

presented te measure of instantaneous volatility such that the equé2i@h is

25



developed based on the theory of Brownian motion for the price réforndeails of

instantaneous volatility see Section 2.3)

It is worth reiterating that DC and time series (TS) sample data differently. Therefore,
given the same raw tick data, DC and TS wiinerate differensample datasets.
Although volatility measures under DC and TS both reflect the market, they cannot be

compared directly.

3.3 DC relative volatility

DC relative volatility (DCRV) is a concept
volatility relative to another market in a perio8The general method of evaluating

relative volatility is through compimg the variances of the price returns between the

two marketsinaperiod whi ch requires the same ti mesc
returns. For instance, analysts compare the variances of hourly price returns between
market A and market B in a geoular month. In DCRYV, the relative volatility is
measured by differencing the,v)iapeicd of t wo

“Y e.g. the measure of DCRV between market A and market B denoteq , is

given by:

” h = » 8 ” 8 8‘_ 8’ (31)

where, g and, g are the DC volatilies of the market A and B respectively
0 g and0 g are the number of extreme points of market A and market B over the
period”Yand—is the threshold which is applied to obtain the DC sequences of market

A and market B.
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Given the, r over a period:
iLoIf, M 11, thevolatility of market A is relatively higher than the volatility
of market B.
i If, R 11, the volatility of market A and market B are at the same level.
i, If h 1, the volatility of market A is relatively lower than the volagilit

of market B.

3.4 DC micro-market relative volatility

Section3.3 introduces the measure DCRYV in a-gegermined periodYevaluating the
relative volatility depending on the length of the period. However, given a set of data,
the DCRV may indicate diffrent results in measuring relative volatility when the length

of "Yis selected randomly. In the example below, Fi@uteshows a segment of the DC
sequences of market A and market B. Given the three different lengths of the periods

"YA'YR'Y, we obtain different numbegiof EPs from the two markets. According to

equation(3.1), the DCRV approach indicates three differezgults (8—_, £ and

8—_) in measuring the relative volatility under the period$Y¥YR Y8Figure 3.1

raises the question of how should we select the length 6ffimemeasuring the relative

volatility.

DC takes a datdriven approach to sampling. Based on the same principle, it may be
better to lethedata pick’Y That motivates us to find a dadaven measure of relative
volatility. Also, the DCRYV approach might be incapable of evaluating the ased

collapseat micro-level. Figure3.2 below shows two differeiyt arranged frequencies
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of the EPs from market A and market B in the same péWadd Scenario 1, there is a
constant frequency of the observed EPs between the two maritedt everywo EPs

of market B follows one EP of market A. In scenario 2, there is the same number of
total EPsas inscenario 1. However, the frequency of the observed EPs is entirely
different (six consecutive EPs of market B follow two EPs of market A, then two EPs

of market B follow two EPs of market A). Although the two scenarastifferenty

arranged frequencies, the DCRV approach presents the same result because of the same

number of EPs of the two scenarios (according to equégity).

The shortcoming described in the previous paragraph is addressed with the concept of
DC micromarket relative volatility @ "Y @ This is a concept used to evaluate the
relative volatility based oa datadriven process. I 'Y dthe period'Yis determined
according to the observation of the extreme points of the two markets. It is important to
note time is passively defineddn'Y wA formal definition ofd Y cand how it may be

measured is given in the next sections.

. EP from market A

. EP from market B

Al A2 : 1 A3 A4
[
The DC sequences of market A . : 1 . .
t [
Bl B2 B3 'B4 B5 B6 | B7 BS

The DC sequences of market B

T;

Figure 3.1 The DC sequences of market A and market B with the perioglsigf | .

Under the three different lengttof the periods, the DCRV measurement shows

different conclusions in evaluating relative volatility between the two markets.
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s - 1 ‘ EP from market A
cCenario =

- EFP fromm market B

The DC sequences of market A

Al AZ A3 A
y = > 7T - *
The DC sequences of market B
Bl B2 B3 B4 BS Bo B7 BS
4 pp— 3

Scenario 2:

The DC sequences of market A

Al A2 A3 A

L > 7 < *

The DC sequences of market B

B1 B2 B3 B4 BS Bo6 B7 BS

———.eee. P __ S

e I T - *
Figure 3.2 The same number of EPs from market A and market B in the same period

T.

3.4.1DC relative sequence (RS)

As discussed in the beginning of Sect®i, a progressiveata drivermethod is to
dynamically determine the periGdbased on the observing EPs of the two markets.
The DC relative sequence (RS) combines the two DC sequences into a new sequence
in chronological orderin a RS, the termination of the current period depemds o
changes of thenarket identitybetweenthe current EP and the next EP. FigGr@
illustrates the DC relative sequences according to scenario 1 and scexsadlies2ribed

in Figure3.2. In scenario 1 of Figurg.3, the"Y is terminated when the identity of the
EP.A4 is different from the identity of the EP.B3. In scenario 2 of Figi&ehe™Y is
terminated when the identity of the EP.A13 is different from the identity of the EP.B12
(we suppose that the EP.13 is fromrked A). Hence, in scenario 1 of Figuse3, the

DC relative sequence is decomposao the four subsequencesf the time periods
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"YAYRYRA T "A8Likewise, the DC relative sequence of scenario 2 is decomjrused

the two suksequencegiven by”Y and”Y8

4 EP from market A

EP from market B
Scenario 1: .

Al A4 A7 Al0 Al3

Scenario 2:
Al A2 A9 Al0 A13

I B3 B4 B5 B6 B7 BS B11 BI2T

T1 T2 I
> T =€

Figure 3.3 The decomposed periods of Figur2.3Ve assume that the EP.A13 is from

market A for both scenario 1 and scenario 2.

3.4.2 Formal definitions of DC relative sequence

A DC combined sequence comprises all observed EPs from the two DC sequences of

3 AT 3 ordered bythe timestam{O &

O0RO O FO D (3.2

where m equals the amount of the total number of EPs from3bohhl 3\, and

'O0RO OB RO O are either fron8 or3 . The examples of scenario 1 and scenario 2

from Figure 3 are summarised as follows:

(1) Scenario 1 from Figure.&
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Y omMmMmMMPMBDOBMBD B B . (E31)

(2) Scenario 2 from Figure.&

M Ve

Y oMM MBOBDBD B B . (E32)

R
A DC relative sequence({ 1) is generated by a division processY . which

divides a DC relative sequence into z -sd@guences according to the identity of the

adjacent EPs:

YY: o 3Y Gho B oM o | (33)

where® is a subsequence ¥ “YAIl @& contain at least two EPs that one EP ffoim

and another fromY, thus the maximum value &fis —. Otherwise, at least one

contains more than two EPs,do —. For every:

1
1
1
1
1

I By OGO hog, B ROy, HOow, . (34)

The termination of the current sslequenced depends on the identity of the next EP.
When the identity of the upcoming EP is not the same as the identity of the current EP,

the length of the period diie currenty is determined by:

Yo OB 5 Om. (35)

Given the DC sequencé¥ and™Y of scenario 1 and scenario 2 in Figl®8, we
obtain the DC relative sequences:

(1) Scenario 1 from Figurd.3:
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YUY,
(E3.3)
(2) Scenario 2 from Figurg.3:
oY

. omMMMMBMBB hoM M B 8 (E34)

3.4.3 The measure of DC micremarket relative volatility (O =| 7+

The approaclef DC micromarket relative volatilitypases on equatidB.1), while the

subject of the measurement is the-seljuencéof 'Y Y. d,

Yo i 8 (3.6)

where,"Y® is defined in equatio(B8.5). We shall abuse the notation by usingyY cas
a measure as well as an abbreviation of the conGapen the measure 'Y wof the

subsequenceu

i. Ifa’Yw T the volatility of market A is relatively higher than the volatility
of market B.

ii. If&’Yw T the volatility of market A and market B are at the same level.

ji. If &'Yw T the volatility ofmarket A is relatively lower than the volatility of

market B.

In scenario 1 of Figurg.3, we measure thé 'Y an the first subsequencev of 'Y Y

through equatioi(3.6):
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aYo AW 8 (E3.1)

Given the DC relative sequence of equati3), & 'Y tneasures each sisequence

through equatio3.6):

a(
3(
_<
e

a(
3(
<
e

aY @ aYo Yo (37)

where,d 'Y  is asequence, amdrefers to the subequencéQ
h

In scenario 1 and scenario 2 of FigBr8, thed 'Y ds measure by:

(1) Scenario 1 from Figurg.3:
G Yw i Yo hhYohYohYo 8 (E3.2)

(2) Scenario 2 from Figurd.3:

Yo GYo Yo . (E3.3)

h

3.4.4Discussion: the merits of using mRV in micro markets

Whenmeasuringd 'Y @the subsequence is the primary objectY® is a secondary

object defined by the sedequence. DC is a dadaiven approach of sampling the

market data such that the DC data is only recorded when significant price changes are
observed. Under the DC framework, the DC relative sequence is a corabqezhce

of two marketsd sequences. We then divide

subsequences based on the market identity of the adjacent extreme points (EPs). At
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the end of SectioB.4.2, the example of scenario 1 (equatiBB.@) illustrates tha

is the last EP of the first std&equence because (the next EP) is from a different

market compared t0 . According to equation3(5), the periodYof the first sub

sequenced) is passively determined BY® O ‘O®j;inthe example of

E.3, we havéY® 0 & 0O &. Hence, the periodyis intrinsically determined by

the behaviour of the two marketsodé price che
pre-determined by the analyst. Based on theseduence, wean precisely locate the

timestamp when a significait 'Y avalue is determined within the periéd For
example, an unusual o6flash evento6é may produ
to one EP from market B within a sgkquence. We can then simply measure the

relative volatility of this special event by calculating thér cof the subsequence

3.4.5 Discussion: regarding threshold selection

Fundamentally, the DC data summarises the original price movement based on a pre
determined threshold. In practice, observers utilize the threshold to capture the
significant price changes and filter obetunnecessary noise of the price movement.
Hence, the magnitude of the threshold directly impacts the frequency of the EPs over a
period. An extremely small threshold will cause every tick data point to be determined

as an EP. On the other hand, an exélgnarge threshold will give the result of

recording no DC data. So, what is the oOrig
find an o6optimal 6 threshold for sampling D
owrong6 ways ofzedeoafer mhnesfgoltde. st i's ac

prerogative to set the threshol-feequéenoy sui t t |
traders might prefer a smaller threshold to acquire the micro price changes, while

institutions might be more focused targer price movements. In addition, Glattfelder

34



et al. (2011)show that the same statistical measures can be observed under different

thresholds.

3.5 Experiment

In this section, we contrast the realised volatility (the classical time series metleod und
the regular timescale) ard’Y dn the measumaentof relative volatility. It is worth
reiterating that DC and time series work on different datasetgpledrrom tick data,

and therefore, volatility measuresilizing those frameworkgannot be compared
directly. The aim of this experiment is to examine the consistency of measuring relative

volatility between the two methods.

3.5.1 Comparing relative volatility between Time Series and DC

In this section, we compare the realised volatility (the classical time series method under
the regular timescale) ard'Y cas ameasure of relative volatility. The aim of this
experiment is to examine the consistency of measuring relative volativiedetthe

two methods.

In time series, we select four groups of the data underethdartime intervas YO=

{10 seconds, 1 min, 5 min, and 15 mifihe return at tim@, 'Y , is defined by:

Y 1D 1D yh (3.8)

where,l D is the logarithmic price at the end of each time inte¥@IGiven the

sequence of the returns over a perideé.g., a trading day or a trading week), the

realised volatility is defined by the standard deviafidiexander (2008))
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) h (3.9

where n is the number of returns over a petioand’ is the mean of the sequence of
the returns. Given the standard deviation of market A and market B, we calculate the
difference of, ; and, j to evaluate the relative volatility between the market A and

market B over a periott

oi% . ,ih (3.10)
whereYois the initially selected time interval to obtain the logarithmic price.
Glattfelder et al. (2011) discovered 12 DC scaling laws in the market. For instance, the
analytical relationship between thige of threshold and the average percentage change

of a DC trend. The DC scaling law 10 gives the statistical property that the average

period of a DC trendY Ois approximately equal to a function of the thresheld

o«

(3.11)

whereO;, anddé; are the scaling law parametei&)s the operator to calculate

the mean, aneHs the threshold. Based on equation {3.%ve can estimate the average
period of a DC trendY Qyiven a thresholes and vice versgwe present a basic

summary of the 12 DC scaling laws in Appendix Eence, we obtain the four

corresponding thresholds given the time intervals yo

pTOAA PO EfbI EFAT dAd E BA DC total movement defines a trend of the
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price movement between two adjacent extreme points (see RigureSection 2).

According to the DC definition, a trend is terminated when the price changes have
reached a ceain threshold—from the last peak/trough of the price. In DC, the
peak/trough defines the extreme point (EP). Given a threshold and the scaling law 10
(equation (3.1)), we can estimate the average period of the trend and vice versa.
Glattfelder et al.Z011) estimated the average values of the parantetersandOy,

across 13 pairs of exchange rates, and obtained 18t 1 p @ndOp, ¢8tr¢in

this experimentfY Oi s t he ot . Gi ven3ll)ptws obtaimte ng e qu
corresponding thresholds;= {0.005%, 0.013%, 0.028%, 0.048%@ased on the four

thresholds, we calculate the DC sequences of the market A and market B and generate

the DC relative sequen¢”Y . through equatior3.3). Then, we measure tiieY w

through equatio3.7). According to equatio(8.10), we evaluate the relative volatility
in the periodt of daily (D), weekly V) and monthly 1) of O i yﬁ) . As introduced

in equation (3.7), & 'Y @ . is a sequence. Hence, we calculate the mean value of
a’Yw . over the period to match the value i y@ . In the backiestingwe
calculate the mean of daif Y @ i O'fthe mean of weekl@d 'Y @ i O hand
the mean of monthl 'Y w . O 8The data source is frofickstory that gives

directaccess to the databaseDafkascop$. We selecEURUSDas the major exchange
rate comparing with five exchange rates. Tablesummaries the two approaches in

the measure of relative volatility.

5 Tickstoryis a retailer omarketdata that their data source is fr@ukascopyhttps:/www.tickstory.com/

6 Dukascopy Bank is a Swiss online bank which provides high quality market data in different types.
https://www.dukascopy.com/swiss/endligime/

37


https://www.tickstory.com/
https://www.dukascopy.com/swiss/english/home/

Table 3.1 The summaryof the two approaches in the measneat of relative volatility. For the
classical method, the equatiof&8)-(3.10) provide the definitions for the measure of the relal
volatility in daily, weekly and monthly. The bat&sting picked 24 hours tiefy-tick dataon
weekdays from Monday 00:0m.000 to Friday 22:00:00.000.

0 99 @ Yw ; fe]

The raw data  The sequences of the returns unde The DC relative sequence undex
sampling t={10s, 1 min, 5 min, 15 min}  {0.005%, 0.013%, 0.028%, 0.048%} over
over seven years from 2012 to 201 seven years in tick data from 2012 to 201

The periods of Daily: Of @ , Weekly: Daily: & Yo O,
the Oi yq e i
measurement  \onthiy: 0 %Q Weekly: @ Y - (o

Monthly: & 'Y & . o

The measure 0i @ : @Yo ; 0,
of the pairs of o Yo 7 N e
exchange rates 5 y@ Yo H ©.
’Oi %@ , fU le) p Oa
Oi R & Y6 ' O
h
@Yo o

In the seven yeadataset, we obtain 1825 results i y@ , 366 results for

A

Oi Vsa and 84 results foOi yﬁa . Yw : O also exhibited the same

number ofresults. Given the results of the baekting, we measure the correlation
between the results of the two approaches. As the data hawveembitted to aGaussian
distribution, we evaluate the correlation through the Spearmarordek correlation
coeficient. The Spearman correlation tests the association of the ordinal relationship

betweerO i -\7{:2 and®@ 'Y @ : O8Table 3.2 is a summaryof the results of the

correlation coefficient.

38



Table 3.2 The results of the correlation coefficient. The functidn “I8lis thg correlation test give
the two sequences obtained by the approachﬁesnﬁ I and@ =| UE ﬂlpﬁlp @ In the first row, EU,
=

GU, UJ, AU, UC, and GJ are the abbegion of EURUSD, GBPUSD, USDJPY, AUDUSI
USDCAD, and GBPJPY, respectively. The last column indicates the average value of ea
spanningt he five pairs of exchange rates und
coefficients below satisfy thsignificancdevel of mm< 0.05.

GU- Uk AU- ucC- G}

EU EU EU EU EU Average
Daily:
#1 @R MiYeo , ., O 0830 0835 0634 0766 0.782  0.769
#1 @0 Q MaYo , ., O 0869 0921 0713 0794 0862  0.832
#l@dQ RaYeo , ., O 0839 0917 0733 0784 0847  0.824
#1@Q RavYo , ., O 0780 0858 0657 0703 0778 0.755
WeekKly:
#1@Q Yo , ., O  ogs5 0839 0621 0783 0791 0.778
#1@dQ MEYo . .. O 0908 0941 0723 0794 0.893  0.852
#1@dQ MEYo , ., O 0898 0950 0786 0.830 0.905  0.874
#1T@Q Yo , ., O 0881 0919 0751 0780 0.868  0.840
Monthly:
#1 @0 Q MaYe , ., O 0952 0845 0615 0797 0792  0.800
#1T@Q MYeo , ., O 0938 0955 0757 0.789 0.898  0.867
#1T@Q MYeo , ., O 0887 0966 0846 0867 0943  0.902
#1 @ Q MrYe , ., O 0839 0949 0833 0.886 0925 0.886

Table3.2 summarzes the results of the correlation coefficients betv(@ér?ﬁ) and

@& Yw : O8The statistical tests report strong positive correlatiothat all the

correlation coefficients are over 0.6. The-fght column is the mean of each row,
which indicates the average correlation coefficiamossthe five pairs of exchange
rates undethe time interval&O= {10 seconds, 1 min, 5 min, and 15 min} (with the
four corresponding thresholdsi. In Figure3.4 (1), the three delines illustrate the
values of the right end colunaverthe periods of daily, weekly and monthimnescales
Figure3.4 (1) indicates that the correlation coefficients are tjghtinchedfor ¥Cof
10s and 1 min, while the spread egkmat timeframes ob min and 15 min. Figurg4

(2) shows the average correlation coefficients of edichedot-linesandthe average
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correlation coefficients are 0.795, 0.836, and 0f864he daily, weekly, and monthly

data Overall, the results othe correlation test concludbat there existpositive

correlation betwee®i @ andd 'Y @

h

O from 2012 to 2018.

0950

(2)
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Figure 3.4 (1) the three doetines indicate the average values of the correlation under

t he

pairs of

par ameters

pt

and

d;

(2)

line from the left chart, which indicate the average correlation coefficiahts

frequencies oflaily, weekly and monthly sampling

3.5.2 The backtesting of01 4 ybetween Sterling and Euro

This section will discuss the application of measudny doetweenGBPUSDand

EURUSD The unexpected result of the Brexit referendum caused Sterliall)-8.016%

against the US dollar in 24/06/2016, which was the most significant single day drop

since 2000. In the same day, Euro crash@d65% against the US dollaFhe goal of

7 According to the data source from Reuters Eikon
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this experiment is to ask whethierY ds useful for measuring the relative volatility
between the two markets. To answer that question, we have conducted two sets of
experiments. First, we examine the average mordth¥ydover a long histacal period

from 2012 to 2018 to view the relative volatility between Sterling and Euro in the long
term. Second, we test tide'Y cat the micrelevelin that we monitor thé 'Y covereach

subsequence during the week of Brexit referendum.

Throughoutthe two experiments, we select two threshelds: {0.05%, 0.1%} to
calculate theé 'Y wAccording to equatio(B8.6), the value ofx 'Y wcould bevery small

if we selecttoo low athreshold. Hence, we normalise the values 6f uby the

threshold,& 'Y= —. We simplify the notation for themean of monthly
@Yo , , , , Ot0dYd O inthissection.

Figure3.5 illustrates the mean of month 'Y ¢ © under the threshold of 0.05%
over seven years. From 01/2012 to 09/2014, the volatiliglRUSDwas relatively
higher compared toGBPUSD in that the@ 'Y« © was changing smoothly
between0.01 to 0 (except the montb§08/2013, 01/2014, and 02/2014 which the
values othe & 'Y dwere slightly positive). During the year of 20E8JRUSDwasmore
highly volatilecompared t@&sBPUSDafter the quantitative eiag (QE) announcement
from the European Central B&hkn the periods between 01/2016 and 06/2016, there

was a sharp climb in the valuebtainedfrom -0.011 to 0.0374. After the month of

Brexit referendum (06/2016), Sterlimgtainedhigher volatility compared to th&uro

8 Details checlhttps:/mwww.ecb.europa.eu/press/pr/date/2015/html/pr150122 1.en.html
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until the end of 2018Jnder the threshold of 0.1%, the 'Y ¢f PO’ showsaconsistent

result (see Figure Al in Appendix A).
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Figure 35 The mean of monthig { 1 4”@ measures the monthly average|

under the threshold of 0.05%. From 2012 to 2018, tlvere84 data points. The values

of 0 4 qare normalised by

In the secondexperiment we evaluate thé 'Y win each suksequence under the

thresholds of 0.05%nd 0.1%. We select the DC relative sequei@é » s »

andY"Yepr - sr from 16/06/2016 to 30/06/201fuchthat the periods cross the
five working days before and after the Brexit referendiay on 23/06/2016. Given the
DC relative sequences, we calculatdr ¢ P Figure3.6 plots thed 'Y ¢f  Fof the

2200 subsequences under the threshold 0.05%. Note thataxesxn Figure3.6 is not
physical time, buthe indicesof the subsequences; the-gxis is the Y dvalue. We

highlight (in red colour) the subequences in the period right aftes thoting of Brexit
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referendum until the end of next day from 22:00 06/23/2016 to 22:00 06/24/2016
(UTC) (24 hours after the vote of Brexit referendum). This corresponds to index O to

2200 in Figure3.6. Hence, the 2200 stdequences are separated inted¢hparts:

1) Part 1: from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours in total trading
hours);
2) Part 2: from 22:00 06/23/2016 to 22:00 06/24/2016 (24 hours);

3) Part 3: from 00:00 06/27/2016 to 24:00 30/06/2016 (96 hours).

0.8 |-
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0.2}

mRV 1y,

-0.2 -

04+

-0.6 -

0 200 400 600 800 1000 1200 1400 1600 1800 2000 2200
The index of IIIRV?I'{)S‘T);

Figure 36 The sequence ofi4 wf4” over the periods from 16/06/2016 to
30/06/2016. We select the titdy-tick data oflGBPUSDandEURUSDto calculate the

O =| tof each sutsequence. Figurg.6 plots 2200 susequences observed under the
threshold of 0.05%. Note that theaxis refers to the indesf the subsequencesart

1(blue line): from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours); Part 2 (red line):

° The voting ended at 22:00, which correspondadex 59 (the period of the suksequence starts
from 21:53:58 23/06/2016 to 22:00:06 23/06/2pDit6Figure3.6.
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from 22:00 06/23/2016 to 22:00 08/2016 (24 hours); Part 3 (purple line): from 00:00

06/27/2016 to 24:00 30/06/2016 (96 hours).

Two observations stand out from the results shown in Figire

Observation 1GBPUSDiIs highly relatively volatilecompared t&aURUSDIn Part 2.

In the highlighted area of FiguBe6 (the period of Part 2), there are enormous changes
in & 'Y dafter the voting time. In Part 2, we observe the-seduence of the highest

& 'Y weachedhe value0.834 in the period from 23:17:53 23/06/2016 to 23:29
23/06/2016. In this subequence, there are 35 EP$&PUSDand 1 EP oEURUSD

in 34 seconds. In contrast, the lowest valué of ¢is -0.633and thereis 1 EP of
GBPUSDand 4 EPs ofEURUSDIn the periodT of 3 seconds (from 03:59:28
24/06/2016 to 8:59:31 24/06/2016). In tab® 3, we present the mean and median of

thed 'Y Pin the three period (from the second column to the fourth column).
Visibly, the values ofa 'Y ¢ ©andd ‘Q'QQad¥ o P of Part 2 are higher than

the values in Part 1 and Part3, whiodicatesthe significant volatity of GBPUSD
compared ttEURUSDafter the voting. This conclusion is furtheonfirmedby the
ratio test, as shown in the last two columns of T&eln the column of Part2/Part1,

the ratios reach 5.736 and 4.743 under the mean and median vaiudsdf © In

the column of Part2/Part3, the ratios reach 3.723 and 2.591.

Table 3.3 The mean and median of tied -"—fﬂ". The operato J®  £8 denoteghe
median of a sequence.

Partl Part2 Part3 OAQDAO 0AQODAOC
Y © 0.014 0.082 0.022 5.736 3.723

0D QQQidYe P 0.011 0.053 0.02 4.743 2.591
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Observation 2 GBPUSDandEURUSDare muchmorevolatile in Part 2 than Part 1
and Part 3.

During the period of Part 2, we observe 949-saquences out of the total 2200, which
account for 43% of the totalbsequences in 11 trading days. The period of Part 2 is
24 hours after the Brexit referendum, which means around 3%egplences
determined in each hour. Also, we observe 1251ssgfuences in the periods of Part 1
and Part 3 (236 hours in total). Thtisgre are approximdte5 subsequences in each
hour over 236 hours. According to the definition of DC volatility (SecB@22), in a
periodT, the higher value ad  (the number of EPSs) indicates higher volatility. Hence,
we evaluate the instantames volatility (, , equation(3.9)) of GBPUSD and
EURUSDIn Part 2 and obtained the values of 0.00598 and 0.00374, respectively. We
also measure the daily of Part 1 and Part 3 to compare with the of Part 2. Figure

3.7 illustrates the daily instantaneous volatility from 16/06/2016 to 30/06/2016. Fo
both GBPUSD and EURUSD there is anincreasein 23/06/2016, and a peak in
24/06/2016 (the period of Part 2). The of GBPUSDand EURUSDdeclines after

24/06/2016.
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Figure 3.7 The daily instantaneous volatili@_ .of GBPUSDand EURUSD On

17/06/2016 (Friday), the trading hours were terminated at 22:00 (WrC)3/2016,
we select the period from 00:00 to 22:00 (the period before the end of the vOting).
24/2016, the perm was selected from 22:00 06/23/2016 to 22:00 06/24/2016 (the

period of Part 2).

We summarise the testing results in tehk the third column and the fourth column
present the mean and median, of in Part 1 and Part & © & isthe, of Part

2; the last two columns are the ratidosO €& T Opg Oandd O ¥

@ God OForboth GBPUSDand EURUSD the instantaneous volatility of Part 2

is much higher than Part 1 and Part Bor GBPUSD the ratio®) GO ¥

O OpH OCand 0 AP T wod Oare 3.4 and 2.6lrespectively. For
EURUSD the ratios are 3.17 and 2.49, respectively. Obviously, in the period of Part 2,
the volatility of GBPUSDandEURUSDwas much higher than the periods of Part 1

and Part 3. The results of evaluating instantaneous volatility prove the conclusion of

obsevation 2.
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Table 3.4 The measure of instantaneous volatility in the periods of three parts.
0 Okd 0 OKd
Part 3 5 Gp O T8 g O

Name Part 1

GBPUSD

O
Q\

0.00176  0.00230 3.40 2.61
0'QQQMme  0.00166  0.00217

EURUSD
q O 0.00118  0.00150 3.17 2.49
0'QQQMmE  0.00107  0.00147

We repeat the second application under the threshold of 0.1%. The results are consistent
with what we found in the second application in SecisiR for details see Appendix

B).

3.5.3Benefits of measuringd {

As discussed in SectioB4 .4, thed Yo measurehas beerdeveloped under the DC
framework. DC is an alternative approach to record price movements. Instead of
recording the transaction prices at fixed time intervals, as is done in time series, DC lets
the data alone decide when to recordtthasaction. In practice, we measuredh® w

of every observed sufequence. The stdequences are the result of the division
process of a DC relative sequence (RS, see equdid)). (The period of a sub
sequence is passively determined by the observed extreme points of the two markets.
Hence, wecan precisely locate the time when we observe a significant vatuéyab

(for details seéDbservation3 below). The precise time location @fY callows the
observation of significant values which may not be registeréd byn example will

be pesented irDbservatio). Because the division process of a RS is not conducted
using regular time intervals, the frequency of the-seduences varies over a given

trading period, e.g. a trading day. The more observed EPs of the two markets there are,
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the more suisequences willikely be determined (we will discuss this point in

Observatiorb below).

Observation 3DC can precisely locate the exact times within which an extfees

occurred. This cannot be done under time series (TS).

As mentioned, at the beginning of sect®B.3, usingd Y tean give a precise time
location when there is a significant value of the relative volatility. In rricaoket
analysis, it is beneficial for analysts who need to monitor the relative volatiliigh-
frequency data. In contrast, the classical metbdd €annot give the same precise
timing because the measuré@f W@ based on sampling at fixed time intervals. So, the
presence of a significant value can only be narrowed down to theupartiixed time

interval in which it occurred in this case.

FundamentallysinceDC and TS are different frameworks for data sampling, there is
no direct comparison betweénY candOi Qo draw parallels with thé Y cesult

in Figure3.6, we céculated théOi TetweerGBPUSDandEURUSDduring the same
time period (from 00:00 16/06/2016 to 24:00 30/06/2016). Based on equautio) (

we sampled the TS data at 10 second time interY&s {0 seconds) and calculated
the value ofOi for every period of 10 minutest € 10 minutes). Sampling at 10
second intervals allows the capture of patterns in high frequency data and then the
period of 10 minutes for the calculation®@fi fermit the gathering of sufficient data
points for an accurate calculated figure. In Fig@t® (2), we labelled the four
significantO i alues with their respective time intervals. Correspondingly, there were
also four significant values df 'Y wAs show in detalil in table3.5, ford 'Y ethe

periods of the four significant values were located within the time intervals associated
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with the significant values dD i .GBpecifically, the periods of the four sabquences

are distinct and each is less tHaminute.

M 0.8 The period of Part1
0.6 The period of Part2
0.4+ J The period of Part3
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Figure 3.8 The measure of relative volatility in the periods from 16/06/2016 to
30/06/2016; Part 1(blue line): from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours);
Part 2 (red line): from 22:00 06/23/2016 to 22:00 06/24/2016 (24 hours); Part 3 (purple
line): from @:00 06/27/2016 to 24:00 30/06/2016 (96 hou¢%).The sequence of

04 1§ betweenGBPUSDandEURUSD P = 0.05%; the saxis refers to the index

of the subsequence; the-sxis refers to the value aiﬂ=| 7 (2) The series of

r v ¢ .betweenGBPUSDand EURUSD Y'I= 10 seconds)= 10 minutes; the

x-axis refers to the timescale; theyis refers to the value gf v ™

For instance, as illustrated in Figi8®, the time interval of the highe&ti (i -Q)

wasdetermined as being the 10 minute interval from 23:10:00 to 23:20:00. Whereas in
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contrast, we observed the ssquence of the highestY ¢§a Y «2) was contained

within the 34 second time interval that ran from 23:17:53 to 23:18:27, which was

locatedwithin a small subinterval of the time interval foDi .Q

Dsd

h 4

-

23:10:00

where Dsd is high ~ !

Dsd-2
:
23:2.0:00

v .

mRV

F ry » Time
23:17:53 23:18:27
i
1 1
| I— |
mRV-2

Where mRYV is high

Figure 3.9 D={ tshows a more precise period of high relative volatility between

GBPUSD and EURUSD.

Table 3.5 The observations of relative volatility using the methods df yand r v ™

& Y ¢DC) Oi (I9)
Periods Values Periods Values
a'Yel 59.04:36i 21:04:55 0.2831 Of ‘@ 21:00:00i 21:10:00 0.0006624
a'Ye2 53.17:53 23:18:27 0.8343 Of ‘@ 23:10:00i 23:20:00 0.001575
a'Ye8 01:08:34i 01:08:42 0.6531 Oi ‘@ 01:00:001 01:10:00 0.00108
aYeh  02:44:141 02:44:26 0.5236 Of ‘@ 02:40:00i 02:50:00 0.001103
a'Yed 03:59:281 03:59:31 -0.6331

Observation 4Throughd 'Y (0dDC enables us to observe chagigerelative volatility

thatarenot observable undéd i

m time series.

We observed a sukequence (which we labelled @sY b in Figure3.8 (1)) with the

biggest negativé 'Y cvalue from 03:59:28 to 03:59:31 24/06/2016. This-sequence

only lasted for 3 seconds. TheY &b mentioned above records the low@sY dvalue
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(-0.6331) in the whole period observed in Figi&(1). Notice tlat we do not observe
significant negative values @i M Figure3.8 (2). There are two possibilities why the
significant negative value might not be reflected in@hie that we can take away from

this case. Firstly, the 3 seconds of high relatwkatility for EURUSDcompared with
GBPUSD (as indicated by Y ab) would tendto be diminished by the rest of the
recordings within the 10 minutes. Secondly, with a sampling period of 10 seconds, a 3
second spike might well not be even sampled in tis¢ ffilace. Thusy Y @nables us

to observe changes in relative volatility between markets that cannot be observed by

other means.

Observation 5:The frequency of determining sislequences depends on the intrinsic

behaviour of thengeswvo mar ketsdé price cha

As discussed at the beginning of this section, the péNod the subsequences
obtained in order to calculate the valuesaoi care passively determined by the
observation of the extreme points of the two markets. Hence, the paftisd
intrinsically determined by the behaviour ¢
being a fixed time interval prdetermined by the analgs In Figure3.8 (1), the
majority of the suksequences are determined within the period of Part 2 (from 22:00
06/23/2016 to 22:00 06/24/2016 (24 hours)) as both two exchange rates were much
more volatile in Part 2 (s&@bservatior?) compared tavithin the periods of Part 1 and

Part 3. This illustrates how the approach facilitates the recording of more of the fine
grained behaviour during periods of high flux. In contrast, we cannot observe such a
quantity of data in TS as the data was collected usiixgd fime interval. Specifically,

in table3.6, there were 949 stdequences confirmed in Part 2, which accounted for 43%
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of the total sulsequences. However, during the same period,d#44galues were

calculated under TS, which only accounted for $%the total observations.

Table 3.6 The number of observations in the periods of three parts under the m«
of0d andy v

Number of observations (Percentage of total, %

aYo 0i Q
Part 1 590 (27%) 840 (54%)
Part 2 949 (43%) 144.(9%)
Part 3 661 (30%) 576 (37%)
Total 2200 1560

3.5.4 The relationship between the threshold and the average period

of the subsequence

In Section3.4.4, we discussed the merits of not requiring agatermined time interval

for measuringx 'Y wThe periodYof the subsequence is passively determined by the
observation of the extreme points of the two markets. However, how long is the period
of a sub-sequence before being terminated in practice? Is there a relationship between
the threshol dds magni-segqume?alende cantwe obfaiea i o d
degree of control over the period of a typical-selguence through intelligent selection

of the threshold? We implemented baekting to examine the relationship between the
average period of the sigequenc@ Y & Gand the size of the threshoeld As discussed

in Section35.1, Glattfelder et al. (2011) developed 12 scaling laws under the DC
framework. The DC scaling law 10 gives an estimation of the average period of a DC
trend given a DC threshold. Following their work, we discovered a scaling law between

the average period of a sebquenc@ Y& Gand the size of the threshold
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As shown in table3.7, we selected four pairs of exchange rates over four years (from
2015 to 2018). The experiment selected 100 thresholds to calcul&tédh&bver four
years, rangingrom 0.005% to 0.104% with the values increasing in increments of

0.001%. The raw data type is tiblg-tick. Table3.7 summarises the details of the data

sources for the baelesting.

Table 3.7 Specification of the bactesting. The backesting utiliss 24 hours of ticlky-tick data
during the weekdays from Monday 00:00:00.000 to Friday 22:00:00.000.

Data Type Tick-by-tick

Periods 24 hour weekdays, from 2015 to 2018

DC relative sequence Y'Y A A<y Ry Y P AY"y F

Thresholds 100 thresholds from 0.005% to 0.104% with an increment of 0.001%

Following equation3.11) in Section35 . 1, we havd haesdwl| dpersicad

law between the average period of a-sehuenc@ Y Oand the size of threshold-

YOO — (3.12)

whered'Y® Oindicates the average period of the -selquence related @ certain
threshold—andO ;, 0 ;; are the parameters of the scaling law. Figut8 illustrates
the loglog chart of thed'Y ¢ Gtersus the DC thresholdin the four pairs of exchange
rates. Under logarithmic scaling, there are apparent linear relationships b&tv@en
and—crossing the four pairs of exchange rates. For example, the bHieedoidicates

the scaling lavof GBPUSDandEURUSD
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Figure 3.10 The scaling law of the average period of a-safjuence related to the size

of the DC threshold. On the horizontal axis, the thresholds are chosen from 0.005% to

0.104% with an incremental step of 0.001%. On the vertical axis, the @[it6fOs

secondsThe estimated scaling law parameters are summarised in table 8.

Table38The O6pbreetol dd scaling | aw: the

DC relative sequence 0 i Oy Y

YY 6.80147E06  1.711108 0.99665483
YY o 6.92514E06  1.739012 0.997322782
YUY 6.72848E06  1.68019 0.996119037
YY 6.20971E06  1.698149 0.996568535
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Under the DC framework, the dadaiven approach passively determines the time

interval of the suisequence based on observed extreme points of the two markets. On

the other hand, unlike time series which uses a fixed time interval, there is no explicit

timeline for the termination of a stg@quence. In other words, if there is no upcoming

DC data, we canodot -tegmenace-thhesopeddats cal
law gives a relationship betwe8ty & Gand— This gives us a basic estimate foe th

average period of the sigequence given the size of the threshold. However, in practice,

there is no explicit guarantee between the average period and the actual period of a sub

sequence. For example, for the sdguence ofy Y i , the 8Y & Ois

approximately 1493 seconds (or 25 minutes) if the threshold is specified as 0.05%, but

using the same size of the threshakld§'Y @ Gvas 40 seconds in the 24 hours after

the Brexit referendumBy changing t heodthreshol ddé ¢ bdal dn
allows the analyst control of the typical time period when the market is behaving

normally. In future work, we would like to investigate the effect of the threshold on the

deviation of the time period from the average valuesmgly the scaling law in order

to obtain indications as to -threresakfclud@cycal

law.

3.55 Discussion on Experiments

In Section3.5.1, we calculated the relative volatility using the approach&3 bfv’Q

and §, . O. The Spearman correlation test indicated high correlation for the

measure of relative volatility between the two approaches. The correlation coefficients
reached average values of 0.795, 0.836 and Qu86@érthe periods of daily, weekly
and monthly windows. This means'Y cagrees moderately with the relative volatility

measure from the time series methodology. In Se@&ibr2, the results of monthly
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relative volatility indicated thaEURUSDwas relativelymore volatile thanGBPUSD

from 2012 to 2015. Starting from 2018PBUSDwas exceedingly more volatile than
EURUSDafter the unexpected result of the Brexit referendum. Throughout the long
term backtesting, we observed that the significanty cchanges amesponded to the
major historical events during that period. The second application summarises two
observations in higfrequency data. The first observation concluded@@®PUSDwas

far more relatively volatile theBRURUSDright after the time of the Bxit vote. For

the second observation, we noted a substantial number efesulences in Part 2,
which accounted for 43% of the total ssbquences in 11 trading days. This
observation indicates th@BPUSDand EURUSDwere both more volatile in Part 2
compared to Part 1 and Part 3. In Sect®¥.3, compared with the time series method

Oi Qe illustrated that DC can precisely locate the exact times within which an
extremed 'Y coccurred Qbservatior3). One weakness of the DC approach is that we

d o rkidow when the current stdequence will terminate. This is a disadvantage of the
data driven approach; i f there is no upcom
subsequence. This is only a problem during times with limited amounts of DC events.
InSection35. 4, we pr optolsreas h diled ® peacaloidng | aw to
period of a sutsequenc&Y® Qyiven a certain threshold. In practice, the deviation
between the average val@éy® Oand the actual valué’édd could be significant
especially during major events. Nevertheless, this new scaling law gives observers a
basic guide to inform their influence on the average period of theesylence when

they select the size of the threshold.

56



3.6 Conclusions

Directional change is an alternative way of sampling the price changes to form a DC
sequence based on a ddtaven process. Under the DC framework, gtisdyopens a

new path in studying the relative volatility between two markets. The DCRV approach
evalates the relative volatility based on the-getermined periodY We have shown

(in Section3.4) that the DCRV measure is sensitive to the siZ& adso, we introduce

& 'Y @a datadriven measure of relative volatility. To devel@pY owe introdwe the

DC relative sequence (SectiBr.2). It is a sequence which chronologically combines

t wo marketsd6 DC sequences. | n psecquentei c e,
depends on the identity of the upcoming extreme point (EP). Hence, the "pésiod
dynamically defined by the length of the ssdquence. In Sectid@5.1, the correlation

test proved thal Y dhas a similar conclusion to the time series method in measuring
relative volatility. Also, the correlation test indicates a positive relationship between the
correlation coefficient and the periddn that the longer the selected perifdthe
higher he correlation coefficient obtained. In Sect®h.2, we executed badksting

in evaluating relative volatility betwegbBPUSDandEURUSD In the long historical
period from 2012 to 2018ignificant changes ia 'Y «corresponded to major historical
evants. We also tested the relative volatility in higbquency dat&rom 16/06/2016 to
30/06/2016 such that the pericggsanthe five working days before and after the Brexit
referendum day on 23/06/201%pecifically, we separated the 11 trading daysthree

parts: (1)Part 1. from 00:00 16/06/2016 to 22:00 06/23/2016 (140 hours of total trading
hours); (2) Part 2: from 22:00 06/23/2016 to 22:00 06/24/2016 (24 hours following the
vote of Brexit referendum); (3) Part 3: from 00:00 06/27/2016 to 24:0®2W06 (96
hours).The advantage of the dadaiven process is that it was possible to locate the

subsequences which showed the highest and the lawé&stoin Part 2, we observed
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significant changes ia 'Y qwhich indicated the extreme volatility GBPUSDversus
EURUSD In Observation 2, by comparing the number of-sequences between the
three parts, we concluded tf@PBUSDandEURUSDwere both more volatile in Part

2 than Part 1 and Part 3.

To conclude, under the DC framework, we developedwamnethod to measure relative
volatility by usinga 'Y dwhich can be narrowed down to a precise time location in times
of extreme values of relative volatilityThis cannot be done under time series
(ObservatiorB, details see Secti®5.3). We believe, for instance, thatY wan give

an alternative approach to monitor in near real time the relative volatility in imicro

market activities when analysts consider Higilguency data or tick data.

58



Chapter 4. Jumps

In recent decades, significant price turbulence tecome more common in the
financial marked. Past financial cress hare emphasized the risk of instantaneous
extreme price changes,-salled jumps. In fact, a substantial amount of the empirical
researchsupported that the existence of jumps not only accompanied major financial
crises but are also associated to different major news events, such as economic data,
political crisis, natural disasters, etc. Being able to identify jumps could give a better
unde st anding about the jumpsdéd behaviours
information. In this chapter, we propose a nambroactto identify jumps based am

datadriven approach; that of Directional Change (DC).

Compared with the datacording in time series, DC offers an alternative approach of
sampling the price movement. In time series, a jump (TSJ) is a different source of risk
compared to the risk of continuous volatility in the asset pricing m@desd and
Mykland, (2008). The dassical method identifies jumps through a meabkeed
approach (for details see section 2.3). However, in DC, the jumps are identified by a
datadriven approachAboutthe contribution of this chaptewe proposed the definition

of jumps in DC (the datadriven approachand implemented the bat&sting of
detecting DCJs from the selected datase¢éscompared both the dadaiven approach

(DC) and modebased method (TS) for the ability to detect jumps, and the results
indicate that the two approacheomplement each other in identifying jumps in Forex.
According to our backesting, the results indicate that both approaches are effective in
detecting jumps. The two approaches both found common jumps. Some TS jumps were

not found as DC jumps and vieersa. Also, we examine the relationship between
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major economic events and the jumps under both methods. The outcomes demonstrated
that some jumps followed the economic events. DCJ can give precise information about
the behavior of jumps in terms of siziection, and quantity. According to our back
testing, DC jumps offer the benefit of more figeined analysis in the monitoring of

jump behavior in higtirequency data.

The remainder of this chapter is organised as follows. Section 4.1 introdgces t
motivation of the study of DC jungp Section 4.2 presents the process of DC data
summary. Section 4.3 introduces the tiatgusted return sequencesequence). In
section 4.4, we will introduce the definition of DC jump. The experimental design and
results will be given in section 4.5 and section 4.6. The results of the experiment are

discussed in section 4.7. In Section 4.8, we present our conclusion.

4.1 Introduction

In the financi al mar kets, one ofeoftthtee cor e
asset price. Some analysts believe that the efficient market hypothesis suggests that
asset prices should react to all the relevant r{Badieet al. (2013)) Others think that

the asset prices may not totally coincide with the fundamehiy andPost(2005))

From a practical perspective, researchers have been focussing on various factors to
improve the asset price model. One subject of study is to understand how markets react

to the information contained in news bulletins (Andersen et AD7AR Jiang et al.

(2011)). Some researchers emphasise that some sensitive news may cause price jumps
that have an impact on risk management and asset priciegrath et al (2014purdi

(2020). Erdemlioglu and Gradojevic (2019) conclude that therevamechallenging
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issues for studying jump behaviours: (1) the difficulty of identifying jumps; (2)

analysing the determinants of jumps.

In time series analysis (TS), the jump is a different source of risk in addition to the risk
of continuous volatility m the asset pricing model. The classical method detects the
jumps through the modélased approach. BarndeMielsen and Shephard (2004)
introduced bipower variation to estimate the instantaneous volatility. Jumps are
determined through filtering out tliestantaneous volatility from the realised variance.
BarndorffNielsen and Shephard (2004) first presented their method to locate the jumps
at a daily frequency. Lee and Mykland (2008) detected the jump arrival times and size

in the intraday timeframe.

Detecting jumps is also important for researchers to measure the market reactions to
different news events through evaluating the jump behaviour. The events can generally
be separated into two categories: (1) scheduled events, such as the scheduled
macroecoomic announcements; (2) unscheduled events, such as natural disasters. In
general, the unscheduled events may have more impact on jumps presenting than the
scheduled events as participants are highly sensitized to the uncertain risk. However,
some schedutkevents may cause extreme turbulence in the financial markets. For
instance, the unexpected result of the Brexit referendum produced significant shocks

spanningvarious assets.

As introduced in section 2.3, BarndeNielsen and Shephard (2004) first ggated
their method to locate the jumps at a dagdynplingfrequency. Lee and Mykland (2008)

detected the jump arrival times and size in the intraday timeframe. The classical method
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identifies jumps based on a fixed time interval such that jump behawiaymdepend
on the length of the preetermined time interval chosen. Many jumps may present
randomly as unscheduled evetitatcan occur at any time. For example, a jump may
start at any time point within a fixed time interval and in addition, a jump erey

spanninghe boundary of the current time interval. Fundamentally, the jump behaviours

are the reactions of the participantso6 tra

participantsdé trading behaviours to infer

As discussed above, the method of identifying jumps is developed under the framework
of time series. Under the DC framework, we introduce adiavan approach to detect
jumps, which is different to the classical method in that it does not relp@dafined
model.DC is a conceffor sampling the financial market data (Guillaume et al. (1997)).
Tsang et al., (2017) developed the DC indicators to summarise the features of the price
movements. They recognized that some features observed by DC indicators may not be
discovered in time sis analysis. Encouraged by their works, the DC ju@®p Jls

defined based on the DC indicator, thadjusted return”Y'Y. In DC, we detect the
presentence of the jump based on"ttigof the DC trend. Specifically, the existence of

a0 0 15 judged by two factors of the DC trend: (1) significant price changes; (2) a short
time period over which this occurs. These two requirements are quantifted ByY

The formal definition of th® O will introduce in section 4.4.

Theoretically, the jumpn DC is a different concept compared to the jumps in TS. They
cannot directly compare with each other. In DC, what is term@dbdds an event
whereby the price has changed by a significant magnitude in a short period. Since the

DC approach of idenging jumps is different to the time series method, there are some
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questionghatfollow: could we detect jumps under DC? Can we find the unique jumps
under both methods? Or are the jumps detected under DC independent of the jumps
detected under time sereére’O 0 Dassociated to news events? Can we detect DC
jumps during unscheduled events? And how can analysts benefit from the observed

‘0 632 We will answer these questions in the following sections.

4.2 The DC data summary

In DC, we judge th@resence of jumps based on DC trer&pecifically, we consider

two factors to determin@DC jump: (1) significant price changes; (2) a short period of
the DC trend. Tsang et al. (2017) introduced the indicator of thediijusted return of

DC (we call his"Y"Yor short).”Y"Yhot only measures the magnitude of total piiaeel

of the DC trend (the TMV), but also evaluates the periods of the price movement to
complete the DC trend. Section 2.2 introduced a formal defirofitime TMV and"Y'Y

Here,we would like to review the definitions in a practical way.

For a certain financial instrument, a buyer and a seller made a deal at a certain price
which is then recorded as the raw transaction price with a confirmed timestamp. In
guantitative analysigshe recorded raw price is also called tick data. @veperiod of

trading activities, we record a sequence of tick data in irregular time. Normally, analysts
summarise the raw data on a regular tinterval and the result is called time series
data. Gien a predetermined time scale like an hourly time interval, we record the

transaction prices at the end of every hour.

DC is an alternative way of data sampling. As introduced in section 2.2, DC records the

reversal point when there is a significant ogife price change from the last
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downtrend/uptrend. In pracé, a significant change is defined by the threshold on a
percentage scale which is given by the researcher. Thus, DC summarises the original
transaction data as a series of alternative uptrandsdowntrends which we call the

DC trends.Thereversal point between two DC trends is defined as the extreme point
(0. An'OVis a couple which comprises a transaction pr@eés)) and a timestamp

(O BY:

00 om0 ME) . (4.1)

Tsang et al. (2017) introduced useful DC indicators to be used in the analysis of price
movements. We will introduce the indicators which will be used for DC jump detection

in this chapter.

As shown in Figure 4.1 below, the upward DC trend is ¢timmection fromO 0 to O 0.
The price distancwravelledof the DC trend is measured by the total price movement
("YO dowhich is the percentage change normalized by the threshéldnce, we can
obtain the price distance fro@0 to O U:

YO @ (4.2)
Also, the time distance betwe@n) andO U is givenby’Y O@® O® . Tsang et
al. (2017) proposed the tirasgjusted return of the DC trent({Y, denoted byY , to

measure the price change over time. In the example of Figure 4.1, we can calculate the

“Y™oy:
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y $8 8% 8 & (4.3)

Note, the terminal time of th¥ above is defined b "ty O® . In practice,
“Y¥Ymeasures the Ospeedb6 of f or mi thegoricée he DC
change and the time takei.¥s the fundament for us to judge the presence of a DC

jump as we need to consider both the significant price change and thg (ishe

period of the DC trend.

—= Raw Data -=0=--EP
EP2
113 - /c\
P N
108 et
‘(e\\é ,."' / \-_:
ol ot -/ ™V
£103 . P SN
\,,,/ AN~
98 e
EP1 T
93
00:00 0LO00 0200 0300 0400 0500 06:00 07:00 08:00 09:00  10:00
Time

Figure 4.1A hypothetical example of the data summary in DC.

4.3 Thed| {sequence

This section will introduce theér™¥sequence of a single market. In section 2.2, equation
(2.4) defines a DC sequence which comprises a series of extreme points of the market
A, ie.,"Y  O0ROOM ROD . In Figure 4.2, we plot the DC trends of market A by

connecting the EPs. Feach DC trend, we calculate théXhrough equation (4.3); the

65



Y isthe”Y'Yn"Q DC trend.Thus, given a DC sequence of a market, we can generate

the"Y"™¥equence using equation (4.3).

a - DC Trends in a market
& Extreme Points: EP
EPsg
EP,
EP, EPs Time
-

Figure 4.2 An example of DC trends inraarket. The chart illustrates a series of 5 DC

trends formed by the 6 EPs.

A "Y"sequence, denoted by , is a finite sequence 6Y'¥:

Y AY BHhRY (4.4)

where'Y is obtained through equation (4.3) anéquals the tal number of DC

trends from a DC dataset.

In Figure 4.3, there are fol@ (s (from'O 0 to ‘O 0). Given the fouiO (s, we form three
DC trends, and obtain the time intervals of the three DC tréigsY( and’Y). We
calculate théY¥ of the three DC trends (froiifYto "Y'Y). At the bottom of Figure

4.3, we present a segment of tNésequence.
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Figure 4.3 Features of g 4 sequence: (1) Threshol®, (2) Extreme Pointg [k
(3) The period of the DC trend,; (4) The timeadjusted returrd| 4 (5) the absolute
value ofd| I ¢ 4 . For each DC trend, we generate the|, e.g.,d| 4

s 4 sz P H . At the bottom of this chart, we present a segment ofl|tde

sequence.

4.4DC Jump ( p)L

As discussed in Section 4.1, a DC Junjp f)llis an event such that the price has
changed by a significant magnitude in a short period. In other words, DC judges the
presence of a jump according to two requirements:ighjfecant price changes; (2) a
short time period over which this occurs. As introduced in Sectiori ¥i¥heasures
thetime-adjustedeturn of the DC trend. Hence, we detect the existenc®ai dased

on the"YYof the DC trend; the significancd a“Y¥s judged with reference to the

historical”Y'%, e.g., whether théy"Ys above 95% of the historical observations.
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